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Abstract 
The  Stochastic Frontier Analysis permits evaluating  the Technical Efficiency scores for one 
output variable   to obtain the corresponding Technical Efficiency  of n Decision-Making 
Units (DMU).  The objective of this work is a comparison between a Stochastic Frontier 
Analysis, with same input and different  output variables, and the Data Envelopment 
Analysis. You get k  Technical  Efficiency TE(yi) which are unified by a Principal Component 
Analysis and compared with the results of a DEA on the same data. 

Keywords: Principal Component Analysis; Stochastic Frontier Analysis; Technical Efficiency; 
Data Envelopment Analysis; Secondary Schools 

 

1. Introduction 
 

The evaluation of Technical Efficiency (TE) is a fundamental tool for seeing which 
determinants slow down the development of production. We have two distinct approaches to 
evaluating Technical Efficiency, namely a parametric approach which is Stochastic Frontier 
Analysis (SFA) and a non-parametric deterministic approach which is Data Envelopment 
Analysis (DEA). DEA is an approach which uses mathematical programming to identify the 
efficient frontier, and does not impose functional forms (Kumbhakar, Lovell, 2003; Ray, 
2004; Cooper, 2006). The main advantage of DEA is that it does not require any hypothesis 
about the analytical form of the production function. In DEA we have many inputs and many 
outputs jointly considered. DEA is based on the chosen inputs and outputs of entities that are 
named Decision-Making Units (DMUs). For example, all the schools (DMUs) are compared in 
relationship to the “best” performing schools.  DEA is a non-parametric linear programming 
method for assessing the efficiency of (DMUs).  

SFA requires strong distribution assumptions of both statistical random errors (i.e. 
normal distribution) and non-negative technical inefficiency random variables.  SFA 
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considers many input variables (x1, x2, ..., xk) but only one output variable (y). Our proposal is 
very interesting when we have more than one output variable and with SFA cannot be 
considered jointly as happens with DEA. Our goal is therefore to make more SFAs and unify 
TEs into a single list as for DEA. So, the main objective of this work is to obtain a single 
ranking of different SFAs.  

Section 2 introduces the Stochastic production frontier methodology and Section 3 
the Data Envelopment Analysis. Afterwards, in Section 4 we suggest how to organize the SFA 
with the same input and different outputs in order to obtain a synthetic indicator of efficiency 
instead of many outputs in accordance with the hypothesis of the stochastic model;  an 
application follows of the methodology on a real case (Secondary Schools) with  a brief  
discussion of the main findings. Finally, in Section 5, our comparison between DEA and SFA 
is presented. 

 

2. Stochastic Frontier Analysis   
 
The SFA is a parametric approach that hypothesizes a functional form and uses the data to 
econometrically estimate the parameters of this function. SFA requires functional forms on 
the production frontier, and assumes that units may deviate from the production frontier not 
only owing to technical inefficiency but also to measurement errors, statistical noise or to 
other non-systematic factors. In addition, the SFA requires strong distribution assumptions of 
both statistical random errors (i.e. normal distribution) and the non-negative technical 
inefficiency random variables (i.e. half-normal or truncated normal distribution) (Coelli et. 
al., 2005). The Stochastic Frontier Analysis searches for the production function, which 
represents the maximum output attainable given a certain quantity of inputs (Rao et al., 
2005).  
The first step of SFA consists in the specification and in the estimation of the stochastic 
frontier production function as well as in the estimation of technical inefficiency effects, 
assuming that these inefficiency effects are identically distributed. SFA methodology allows a 
functional form and the breakdown of the inefficiency error term. SFA is a parametric 
approach that hypothesizes a functional form and uses the data to econometrically estimate 
the parameters of this function. A production function f is defined as the schedule of the 
maximum amount of output that can be produced from a specified set of inputs, given the 
existing technology. The model of the Stochastic Frontier Analysis is (Rao et al., 2005):  

  
ln ݕ ൌ ݔ

ᇱߚ  ݒ െ    (1)ݑ
 
where yi  is the output of the n-th producer  (i.e. DMU), xi  is a vector of inputs,   ß is a vector 
of k+1 parameters to be estimated, ݒ 	ൎ ݅݅݀	ܰሺ0,  ௩ଶሻ is the noise or error term or theߪ
measure of effects independent  of the producer, vi  is homoskedastic; ui  is iid, ui is a non-
negative random variable measuring the technical inefficiency with  ܰାሺ0,   ሺhalf-normal	௨ଶሻߪ
either normal-truncated model  ܰାሺߤ,  ௨ଶሻ  or exponential or gamma); vi  and ui areߪ
distributed independently of each other and of the regressors. We can define the Technical 
Efficiency (TE) as the ratio of realised output to the stochastic frontier output:  
 

ln 		ܧܶ ൌ 	 ln ݕ െ ln ݕ	
∗ ൌ lnሺ ݕ ݕ

∗⁄ ሻ ൌ െݑ																													ሺ0  ܧܶ  1ሻ  (2). 
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The parameters of stochastic frontier function are estimated by the maximum 
likelihood method. An estimation of stochastic frontier is the use of the ߛ (Battese and 
Corra,1977):   
 
ߛ               ൌ ௨ଶߪ ሺߪ௨ଶ  ⁄௩ଶሻߪ .  
 

When  the parameter 	ߛ ൌ 0   the variance of the technical inefficiency effect is zero, 
if  ߛ is close to one  it indicates the deviations from the frontier are due mostly to technical 
inefficiency, and if γ ൌ 1  it indicates that one-sided error component dominates the 
symmetric error component.  

The main hypothesis of interest of the SFA is:  
  
           		H	: βଵ ൌ 	… ൌ β୯ ൌ 0			q ൏  . ܭ

 
The omission of ui is equivalent to imposing the restriction specified in the null hypotheses 
i.e.   
 
           H	: γ ൌ δ ൌ ⋯ ൌ δ	 ൌ 0.     

 
This indicates that the inefficiency effects in the frontier model are not present (no 

efficiency). Null hypotheses of interest are tested using the generalized likelihood ratio. The 
null hypothesis is H	: γ ൌ 0 which specifies that technical inefficiency effects are not 
stochastic.  

We reject the null hypothesis of no technical inefficiency effects given the 
specifications of the stochastic frontier and inefficiency effect model. If the parameter γ ൌ 0 
we accept null hypothesis then the variance of the technical inefficiency effect is zero and so 
the model reduces to the traditional mean response function. Leaving a specification with 
parameters that can be consistently estimated using ordinary least squares.  

The second step of SFA involves the specification of a regression model for 
predicted technical inefficiency effects.  OLS is inappropriate and either the dependent 
variable must be transformed prior to estimation or a limited dependent variable estimation 
technique must be employed.  
 

3. Data Envelopment Analysis   
 

The parametric method involves the application of econometric techniques where 
efficiency is measured relative to a statistically estimated frontier production function. The 
non-parametric method revolves around mathematical programming techniques, the most 
commonly applied of which is generically referred to as DEA. In this case, the former body of 
method imposes a particular functional form, while the latter does not. Therefore, another 
linear programming method for assessing the efficiency and productivity units is the Data 
Envelopment Analysis. In particular, DEA is a non-parametric linear programming method 
for assessing the efficiency and productivity units called decision-making units (DMUs) 
because they enjoy a certain decision-making autonomy. DEA application areas have grown 
since it was first introduced as a managerial and performance measurement tool in the late 
1970s. The DEA approach was introduced by Charnes et al.  (1978)  who proposed the 
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efficiency measurement of the DMUs for constant returns to scale (CRS), where all DMUs are 
operating at their optimal scale. Later Banker et al. (1984) introduced the variable returns to 
scale (VRS) efficiency measurement model, allowing the breakdown of efficiency into 
technical and scale efficiencies in DEA.  

Over the last few decades, data envelopment analysis has gained considerable 
attention as a managerial tool for measuring the performance of organizations, and it has 
been used widely for assessing the efficiency of public and private sectors. This method leads 
to the System Selection of the optimal weights for the generic DMUs, and  to the solution of 
a mathematical programming model in which the decision variables are represented by the 
weights associated with each input and output unit.  DEA allows multiple inputs–outputs to 
be considered at the same time without any assumption on data distribution. In each case, 
the efficiency is measured in terms of a proportional change in inputs or outputs. A DEA 
model can be subdivided into an input oriented model, which minimizes inputs while 
satisfying at least the given output levels, and an output-oriented model, which maximizes 
outputs without requiring any more observed input values.  The most well-known is 
represented by the input oriented CRS efficiency (Charnes, et. al., 1978), where the 
formulation of the linear optimization	 problem, for the i-th DMU, is :                    

subject to ൞																					݂,		,ݔܽ݉ 

െ݂ݕ  ߣܻ  0
െ݂ݕ  ߣܻ  0,
ݔ െ ߣܺ  0,

ߣ  0,

  (3) 

where X is a matrix of kxn  input and Y is a matrix of mxn output, with n equal to the number 
of DMU, yi and xi are the outputs and inputs observed for the i-th DMU, f is a scalar ሺ1  ݂ 
∞ሻ and λ  is a constant  vector of  nx1.  The score of technical efficiency for the DMU is 
represented by the quantity 1 / f , and varies therefore, between 0 and 1 (f = 1 denotes a 
DMU that stands on the frontier of production and is therefore technically efficient).     

Another goal of the input-oriented DEA model is to minimize the virtual input, 
relative to a given virtual output, subject to the constraint that no DMU can operate beyond 
the production possibility set and the constraint relating to non-negative weights. In practice, 
most of the available DEA programs use the dual forms as expressed in (4), which lower the 
calculation burden and are virtually the same as (3): 

 
݉݅݊ఏ,	,ߠ																					(4)    

 
where λ is a semipositive vector in Rk and θ is a real variable. 

In this paper we use the input-oriented CRS model to compare the results of the 
SFA; however, other variations are easily extendable and available in most DEA literature, 
including Coelli et al. (2005) and Cooper et al. (2006). 

 

4. SFA with same inputs and different outputs  
 

The Stochastic Frontier Analysis permits evaluating the technical efficiency scores  
for the input variables (x1, x2, ..., xk) with output  y1  and to obtain  a measure of  the 
Technical Efficiency (TE1 ) that can be called  TE (y1) i.e. a technical efficiency that is a function 
of  y1. We suggest performing multiple SFA with the same group of input variables (x1, x2, ..., 
xk) but with different output variables (yj) (j=2, …,k). For each i-th SFA we have the 
corresponding TE(yi) with continuous values in [0,1]. Each indicator of efficiency  TE(yi)   
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obtained by each SFA, can be transformed into values on an ordinal scale. You obtain k 
rankings each due to a specific input variable used (yj). It becomes, therefore, a problem of 
ordering multivariate data of an ordinal type.  In a lot of applications we are interested in a 
unified ranking of the DMU rather than in  values of the single Technical Efficiency.  

In order to obtain a single graduation, you can use a Principal Component Analysis 
in considering the TE (yi) (j=1,2, …,k) as variables. You may grade the DMU according to the 
score on the first axis, but you obtain a ranking that is dependent on the first eigenvalue.  
The scores on the first principal component furnish an approximate indication of the 
probable ranking of the DMU. However, because the first principal component maximizes 
the weighted sum of squares of the correlation coefficients between the original variables 
and the first principal component, we will use this ranking that permits obtaining a unified 
ranking. 

We use the data gathered from an official survey performed by the school 
management of the Campania Region (Cometa project). The schools surveyed by the 
Regional School District will be at the end of the investigation, being more than a thousand.  
In this work were examined only thirty-three schools that had given coherent and validate 
data. The survey covers attributes regarding: environment, territorial context and economic 
resources.  We started with the model including all variables and interactions.  The choice of 
the model is based on the Box-Cox transformation (Box and Cox, 1964), while the choice of 
the functional form has been carried out under the hypothesis of a parsimonious model by 
likelihood ratio test and AIC criteria (Akaike,1977). After significance tests, only certain 
variables have been kept on the list of the potential determinants of technical efficiency, that 
represent characteristics of the school and of the management/production. We started with 
the model including all variables and interactions. The choice of  the functional form has 
been carried out under the hypothesis of  a parsimonious model.  The null hypothesis of 
absence of random technical inefficiency is rejected in the different specifications and thus 
the Stochastic Frontier Analysis seems appropriate for the data.  After verifying the 
hypothesis of asymmetry present in the residuals of the OLS and after trying several models 
with different dependent variables, the first model of SFA (SFA1) is: 

݈݊ሺݕଵሻ ൌ ߚ  ସݔ	ସߚ	ଷݔ		ଷߚ	ଶݔ		ଶߚ		ଵݔ	ଵߚ  ݒ െ  ,  (5)ݑ
where i refers to the i-th school, yi1 is the number of students who have passed the average 
score in the national test respect to the number of students, xi1 is the rate of number of 
teachers who have worked for more than ten years, xi2  is  the rate of use of laboratories with 
respect to the availability, xi3 is the rate of use gyms and sports equipment, xi4  rate of 
implementation of projects.  Variables vi and ui  are defined as described in  Section 2.1. In 
Table 1 are summarized the main results of model (5), based on data of 18 schools. The 
second (6) and the third model (7), SFA2 and SFA3 respectively, differ from (5) only for the 
output variable  (y2i, y3i) :    
݈݊ሺݕଶሻ ൌ ߚ  ସݔ		ସߚ	ଷݔ		ଷߚ	ଶݔ		ଶߚ		ଵݔ		ଵߚ  ݒ െ  ,  (6)ݑ
݈݊ሺݕଷሻ ൌ ߚ  ସݔ		ସߚ	ଷݔ		ଷߚ	ଶݔ		ଶߚ		ଵݔ		ଵߚ  ݒ െ  ,  (7)ݑ
where, in (6)  y2i  refers to the number of students who passed the secondary school-leaving 
examination with a score greater than 80/100 compared to the total number of examined 
students, while, in (7),  y3i  represents the number of regular students in the study with respect 
to the starting lever.  

The results (Table 1) of model (5) show that the production inputs as the rate of use 
of laboratories with respect to the availability and the rate of use of gyms and sports 
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equipment has a significant impact on the determination of the production frontier. Although 
positive, the presence is not significant of teachers with more than ten years’ teaching 
experience as well as the rate of realization of projects. For reasons of space we do not 
report further comments on the results of model (6) and other models because we are 
interested mainly in the graduation of technical efficiency with respect to the stochastic 
frontier.   
 

Table 1. Estimation results of Frontier Production with dependent variable being the number 
of students who have passed the average score in the national test with respect to 
the number of students 

Input 
variables/Parameters 

Coefficient Standard 
Error 

     z P>|z| 95% confidence interval 

Constant 2.2993660 .4785349 4.81 0.000 1.361455    3.2372770 
xi1 .0025374 .0026548 0.96 0.339 -.0026660     .0077408 
xi2 -.0084085 .0016368 -5.14 0.000 -.0116165    -.0052004 
xi3 -.0066347 .0037900 -1.75 0.080 -.0140631     .0007936 
xi4 .0068563 .0040808 1.68 0.093 -.0011420    .0148546 
σu    .0930487 .0540731  
σv    .3810259 .0921572          γ =0.94 
Log likelihood = .760369  Prob > χ2 = 0.0000 
Likelihood-ratio test of σu= 0 :            χ2(01) = 2.72                                  Prob ≥ χ2 =0.049   

 
Indeed, by means of the respective models (5), (6) and (7) were computed the 

Technical Efficiencies (Table 3) of individual schools  (DMU) suitably codified.  
We assume that the three Technical Efficiencies have been collected in a data 

matrix X, in which the rows are associated with the DMU and the columns with the three 
Technical Efficiencies as variables. The principal components of the three Technical 
Efficiencies are obtained from the PCA on X.  We can see (Table 2) that about 47% of the 
total variation is explained by the first principal component indicating that there is some 
conflict among the individual rankings.  

The first Principal Component is expected to approximate  to the common ranking 
quite well, therefore the scores, transformed into rank  (Table 3) could be used for 
comparison with the results from a Data Envelopment Analysis on the same data. Thus, by 
considering the Pearson’s correlation coefficients of X (Table 4), we note that a low positive 
correlation exists (0.2717, 0.2500, 0.0548) among the three Technical Efficiencies. That 
concordance of sign of correlation, even if low, will ensure the success of the methodology.  
Conversely, there is a very high correlation among the three technical efficiencies and the 
first principal component which reinforces the quality of the graduation carried out by the 
first component. Finally, the high Kendall’s rank-correlation coefficient (0.8265) between the 
two  rankings, Ist Principal Component and DEA, confirms the validity of the method shown. 
 

Table 2. The results of Principal Component Analysis on the Technical Efficiencies 

  Eigenvectors 
Variable 1st PC 2nd PC 3rd PC 

TE (y1) 0.6498 0.1374 0.7476 
TE (y2) 0.4785 -0.8381 -0.2619 
TE (y3) 0.5906 0.5279 -0.6104 

Eigenvalues 1.5053 0.8722 0.6225 
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Table 3. Scores of Technical Efficiencies on the first Principal Component  

and rankings by DEA  

SCHOOL CODE TE(y1) TE(y2) TE(y3) I.st PC 
Rank by 
I.st PC 

Rank by DEA 

S2 1.000 1.000 1.000 1.879973 1 1 
S7 1.000 1.000 1.000 1.879973 1 1 
S16 1.000 0.682 1.000 1.387817 3 1 
S13 0.845 0.909 0.916 1.019996 4 7 
S14 1.000 0.368 0.971 0.804637 5 5 
S17 0.908 0.462 0.960 0.653533 6 6 
S9 0.815 1.000 0.683 0.295076 7 8 
S11 0.825 1.000 0.642 0.185863 8 8 
S12 0.680 0.669 0.906 0.149252 9 11 
S6 0.390 1.000 0.980 0.090945 10 16 
S10 0.792 0.086 0.958 -0.262555 11 9 
S15 0.673 0.449 0.842 -0.425536 12 12 
S3 0.401 1.000 0.762 -0.608788 13 16 
S8 0.854 0.504 0.505 -0.959166 14 8 
S5 0.670 0.404 0.673 -1.070176 15 16 
S4 0.596 0.152 0.841 -1.105909 16 16 
S1 0.388 0.282 0.905 -1.277339 17 17 
S18 0.232 0.097 0.716 -2.637603 18 18 
 

Table 4. Pearson’s correlation coefficients (0.05 significance level with a star)  

Variable TE(y1) TE(y2) TE(y3) Ist Principal Component 
TE(y1)  1.0000    
TE(y2)  0.2717 1.0000   
TE(y3)  0.2500 0.0548 1.0000  
Ist  Principal Component  0.8045*    0.6315 *  0.5930* 1.0000 

 
5. Discussion and Conclusions 
 

The Data Envelopment Analysis (DEA) is a non-parametric deterministic approach   
that uses the mathematical programming to identify the efficient frontier, and does not 
impose functional forms.  The main advantage of DEA is that it does not require an a priori 
hypothesis about the analytical form of the production function. Indeed, DEA determines the 
production function by applying minimization techniques on the data. Differently from 
regression analysis, the DEA is based on extreme observations, and this leads to the main 
disadvantage of DEA, i.e., that the frontier is sensitive to the extreme observations. 
Furthermore, DEA postulates the absence of random errors and that all deviations from the 
frontier denote inefficiency of the DMUs. 

Vice versa, the SFA,  is a parametric approach that hypothesizes a functional form 
and uses the data to econometrically estimate the parameters of this function. The SFA 
requires functional forms on the production frontier, and assumes that units may deviate 
from the production frontier not only due to technical inefficiency but also to measurement 
errors, statistical noise or to other non-systematic factors. In addition, the SFA requires 
strong distribution assumptions of both statistical random errors (i.e., normal distribution) 
and the non-negative technical inefficiency random variables (i.e., half-normal or truncated 
normal distribution) (Coelli et. al., 2005).  

With SFA the determinants of efficiency are directly obtained by estimating the 
production function. With SFA you can use various models changing the response variable 
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every time and can eventually identify the model which has greater relevance in terms of 
acceptance. 

The method described in this work is suitable for the evaluation of  efficiency. 
Moreover, even our partial data, the method and the results achieved already provide a 
useful interpretation of the efficiency frontier for the evaluation of schools. Indeed, the 
efficiency estimates obtained have been utilized to rank the schools according to the 
common efficiency index.  

The comparison with the results obtained through the Stochastic Frontier Analysis   
with same input and different outputs correlates very well (0.8265) with the results of the 
DEA. This result confirms the quality of the alternative method proposed in this paper. The 
rankings obtained by the Stochastic Frontier, however, are more robust than those of the 
DEA for the very closely tested hypothesis. 
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Abstract 
Missing data (MD) are a common problem in medical research. When ignored or treated not 
appropriately, MD can lead to seriously biased results. Currently, there are no comprehensive 
guidelines for efficiently identifying suitable imputation methods in different MD situations. The 
objective of the paper is to discuss various methods to handle missing data. Based on a 
selective literature search, common MD imputation methods were identified. A decision 
algorithm is presented where the considered methods are prioritized with respect to the 
underlying missing data mechanism and scale level of the incomplete data. Furthermore, all 
included imputation methods are described in more detail. No alternative decision algorithms 
for MD imputation methods of this complexity have been developed yet, thus it could serve as 
a useful tool for researchers confronted with MD. 

Keywords: Missing data, decision algorithm, imputation methods, multiple imputation 
 

Introduction 
 

Missing values are a common problem in medical research and may be a 
considerable source of bias when ignored or not handled appropriately (Schafer & Graham, 
2002). Most studies come along with some type of missing data (questionnaire data, 
laboratory values, missing records, subject loss to follow-up, etc.). There is often no 
information in publications which measures were taken into account for missing data (MD) 
and what impact these choices may had on the results (Eekhout et al., 2012). Furthermore, 
there are few guidelines in epidemiology as well as in clinical research (Little et al., 2012) 
which explicitly focus on the MD problem.  
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The capabilities of imputation might be unknown or inappropriately used for 
minimizing effects (reduction of power, introduction of bias) of MD on study results. A 
recently published systematic review on studies in three leading epidemiological journals 
showed that complete case analysis (CCA) (81%) and single imputation methods (15%) were 
most frequently used to cope with MD (Eekhout et al., 2012). Both approaches are easily 
applicable but often not appropriate to deal with MD, as shown in the following. In many 
cases the adverse effect of MD on a study’s validity might not be fully aware and those who 
are aware may not know that validity could be improved with imputation. Finally, those who 
wish to use imputation may not know which method is suitable in a particular situation.  

Currently, there is no detailed guidance which provides researchers from various 
disciplines analyzing medical data with information on choosing a proper MD technique for 
their analysis. In order to address this gap, a comprehensive decision-making algorithm for 
the application of established MD imputation methods is suggested. Statistical imputation is 
a powerful tool to handle with MD, so researchers have to be encouraged to deal with the 
available methods in order to get more reliable study results. The presented algorithm is 
able to facilitate this process.  
 

Methods 
 

This article is based on the assumption that missing values are only present in a 
single variable (in the following called “target variable”), which can be any variable of the 
dataset including the outcome variable. Classifying the cause of missing values is of 
fundamental importance for determining how they should be handled. Therefore, the 
developed decision algorithm included a distinction between established missing data 
mechanisms (Table 1) which were initially described by Rubin (1976). A Missing Completely 
At Random (MCAR) mechanism is present if the missing values of a data set are a random 
sub-sample of the complete data set, i.e. the probability of MD is independent of all other 
variables in the data set including the target variable. An example of MCAR may be a patient 
who dies in a traffic accident during the course of a clinical trial. Assuming a Missing At 
Random (MAR) mechanism, the probability of MD depends on other variables of the data set, 
but not on the values of the target variable. MAR is present, for example, if gender predicts 
the probability of response on a depression score. In case of Not Missing At Random 
(NMAR), the probability of MD depends on the observed as well as unobserved variables. A 
NMAR is present if a subject with manifest depression will probably not report about his 
mental constitution since he fears the consequences of doing so (e.g. inpatient treatment).  

 
Table 1. Overview of missing data mechanisms  
MCARa MARb NMARc 
Probability of MD is unrelated to 
covariates and the values of the 
target variable  

Probability of MD could be 
related to covariates, but not to 
values of the target variable 

Probability of MD relates to 
unobserved values of the target 
variable even after control for 
covariates  

a Missing Completely At Random  b Missing At Random c Not Missing At Random; MD=missing data 

 
It is usually not easy to distinguish between these three concepts, so a sound 

knowledge on substantial coherences in the data set is necessary. The mechanisms do not 
always provide a logical-causal explanation for the absence of data, nevertheless they offer 
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a mathematical approach to model the probability of MD in association with other variables 
in the dataset.  

In longitudinal studies with MD in a single variable (or studies with MD in multiple 
variables in general), it is also necessary to look for patterns generated by MD in the data 
set. Monotone patterns have to be distinguished from arbitrary patterns (Figure 1), since the 
shape of the pattern affects the applicability of particular imputation approaches (Schafer & 
Graham, 2002). Hence, the decision algorithm also considers the missing data pattern as a 
relevant criterion for choosing appropriate imputation methods.  

 

 
Figure 1. Missing data patterns 
 

Along with the missing data mechanism and pattern the third important aspect to 
be considered within a decision algorithm on MD methods is the scale level of the variable to 
be imputed. There are methods for categorical as well as continuous variables which have to 
be chosen properly.   

Common parametric as well as non-parametric imputation procedures were 
identified by selective literature search. Based on the available information in the literature, 
criteria for choosing adequate imputation methods were discussed and prioritized. They 
formed the base for the development of the proposed decision algorithm. The prioritization 
of methods rely on the findings of referenced studies which compared different imputation 
methods.  

 

Results 
 

The above described criteria for choosing appropriate methods to handle with MD 
are considered within the proposed decision algorithm (Figure 2). This guidance can 
efficiently assist researchers in finding appropriate imputation methods. To illustrate the use 
of the proposed algorithm, the following hypothetical MD situations are exemplarily 
considered: (i) Following a one-time survey of smoking behaviour, the data did not reveal a 
clear pattern of MD in the variable "current use (few, a packet or more than a packet of 
cigarettes per day)” and (ii) it was previously known that in a longitudinal psychiatric study 
patients with diagnosed depression are more likely to have MD due to a reduced willingness 
to report about their current mental condition (score value out of 5 items).  

Considering these scenarios, an initial examination whether the MD have occurred 
randomly or systematically is required. Given the definitions in Table 1, the mechanisms 
MCAR and MAR indicate situations where the probability of MD are assumed to be non-
systematic. Therefore, at least a MAR mechanism can be assumed for situation (i), since the 



 
Quantitative Methods Inquires 

 

 
13

probability of MD in the variable "current use” seems to be independent of the covariate 
structure of the respective patients. In contrast, a NMAR mechanism is most likely for 
situation (ii) since patients with previously diagnosed depression are more likely to deny 
reporting about their actual mental condition. Moreover, the target variable in (i) is “current 
use” and according to the description above an ordinal scaled qualitative outcome. The 
target variable "mental condition” in (ii) is a score value derived from five items, thus it can 
be considered as a continuous variable. Further assumptions are that in situation (i) there is 
an arbitrary MD pattern and in situation (ii) it is possible to induce a monotone MD pattern. 

Figure 2. Decision algorithm on missing data methods 
 

Applying the presented MD decision algorithm (Figure 2), a full information 
maximum likelihood (FIML) procedure might be adequate to impute ordinal categorical data 
in (i) (Enders & Bandalos, 2010). In situation (ii) a mixed model or pattern mixture model to 
handle the missing score values may be appropriate (Enders & Bandalos, 2010, Verbeke & 
Molenberghs, 2000). 
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Imputation strategies and methods  
In the following, a summary of the methods presented in Figure 2 is provided. An in-depth 
description of all methods is out of the scope of this article, but interested readers may use 
the cited references given in the algorithm for each suggested method to obtain more 
information. 

Complete case analysis (CCA) discards subjects with incomplete data in any variable from 
analysis (listwise deletion) (Enders, 2010). This may be justifiable only in the MCAR situation 
when complete cases are a random sample of all cases (Vach & Blettner, 1991), but 
generally problematic in MAR or NMAR situations. The loss of statistical power increases as 
the number of MD is high. Cases with MD in at least one variable are common, especially in 
epidemiological studies, where it is typical to have a large number of variables. Hence, even 
an overall small amount of MD can lead to a dramatic reduction of evaluable cases (Figure 
3).  
 

 
Figure 3. Loss of information with a complete case analysis 
 

Available case analysis (pairwise deletion) is another method which may be applied 
in the MCAR situation if the number of MD is low. It overcomes the problem of high loss of 
cases and power due to MD in contrast to CCA, but has other disadvantages (Enders, 2010). 
This method utilizes all available data of the subsample used for the actual analysis which 
contains all observation units with no MD in the variables included. Therefore it is possible 
that every analysis including different variables has a different number of cases. This 
difference becomes especially obvious when calculating for example correlation coefficients 
on the base of subsamples with different numbers in a covariance matrix. Then correlation 
coefficients of over 1 could result (Enders, 2010).  

Single Imputation (SI) methods are characterized by replacing each missing value 
of a dataset by just one imputation value. There are numerous SI methods and all of them 
have the tendency to underestimate variance, because the imputation itself is not explicitly 
considered within the imputation as an additional source of variance. Most of these 
approaches are not recommended and are therefore not included in the decision algorithm. 
The most common SI-methods are mean or median imputation and so called “hot and cold” 
deck imputation methods. Regression based imputation uses information of the complete 
cases to estimate MD in incomplete variables. The regression approach shares this “bond” of 
available data for MD estimation with maximum likelihood methods, though the latter use 
more complicated algorithms (Enders, 2010).  
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A more sophisticated technique is the stochastic regression imputation which 
overcomes the disadvantage of the simple regression imputation of predictable bias due to a 
lack of variability (Baraldi & Enders, 2010). Similar to the simple regression approach, this 
method imputes the MD of a variable according to their relationship to other covariates, but 
additionally incorporating a normally distributed residual to account for the reduced 
variability of the imputed variables. Simulations have shown that stochastic regression 
provides reasonable results similar to those of Multiple Imputation methods or maximum 
likelihood methods (Enders, 2010). 

Maximum likelihood estimation is another approach to handle MD (Schafer & 
Graham, 2002). The Expectation Maximisation algorithm (EM) iterates maximum likelihood 
estimations (repeated, stepwise approximations) of a set of regression equations for 
predicting MD to get the best solution (Dempster, Laird, & Rubin, 1977). Another modern 
maximum  likelihood based imputation is the full information maximum likelihood method 
(FIML) which is based on structure equation models and takes all available information into 
account (Enders & Bandalos, 2001). 

The Multiple Imputation (MI) strategy incorporates several state of the art 
techniques. A MI analysis includes three distinct phases, the imputation phase (1), the 
analysis phase (2), and the pooling phase (3) (Figure 4). Initially, missing values are imputed 
m times (m > 1), resulting in  m completed data sets (Rubin, 1987). Each of these datasets is 
analyzed separately afterwards according to the statistical model chosen to answer the 
research question. The m single results (e.g. an estimated regression coefficient) are finally 
combined to one MI estimator (Little & Rubin, 2002). 
 

 
Figure 4. The principle of Multiple Imputation 
 

From a statistical point of view,  MI is able to approximate the observed data 
likelihood by the average of the completed data likelihood over unknown missing values 
(He, 2010). MI produces more reasonable estimates than SI procedures (Tanner & Wong, 
1987) because the imputation process is considered as an additional source of variation. 

The Markov Chain Monte Carlo (MCMC) method uses available information from 
the observed data to calculate a corresponding a-posteriori distribution with the help of 
different algorithms, e.g. data augmentation (Tanner & Wong, 1987). Here, likelihood-based 
sampling for the imputation of MD is performed. It is a quite robust MI procedure for 
quantitative variables which can be applied to arbitrary MD patterns and produces valid 
values even for high proportions of MD in the case of MCAR or MAR. 
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An alternative algorithm for more complex data structures, especially when multiple 
variables have MD, is known as fully conditional specification (FCS) or multiple imputation by 
chained equations (MICE). It enables the imputation of quantitative as well as qualitative 
variables (Raghunathan et al., 2001). Imputation proceeds from one variable with the least 
to that with the most MD. At each step random draws are made from both the posterior 
distribution of the parameters and the posterior distribution of the missing values. Imputed 
values at one step are used as predictors in the imputation equitation at subsequent steps. 
Once all MD have been imputed, several iterations of the process are repeated before 
selecting a completed data set. 

The Propensity Score method is conceptualized for a MI of continuous variables and 
demands a monotonous MD pattern (Lavori, Dawson, & Shera, 1995). In the context of MD, 
the propensity score represents a conditional probability that a subject has a missing value 
given a structure of covariates (Lavori et al., 1995). A propensity score is calculated based on 
a logistic regression model for each subject and all subjects of a data set are then sorted in 
an ascending order and distributed to a number of subsets according to their corresponding 
propensity score. The MD is imputed by a random draw of observed values of a certain 
subset.  

The logistic regression procedure is an appropriate MI approach for binary or 
ordinal variables with MD in the MCAR or MAR situation (Hohl, 2007; Sentas, Angelis, & 
Stamelos, 2013; Rubin, 1987). A monotonous MD pattern is required. First, a regression 
model is set up with all complete cases to estimate the regression coefficients. For given 
covariates the probability p is calculated that one of two possible values 0 or 1 is used for 
imputation of a missing value. Comparing p with a uniformly distributed random variable u, 
a decision is made if the imputation value is 0 or 1. 

The discriminant function method imputes MD of a nominal variables and assumes 
MAR as well as a monotone MD Pattern (Hohl, 2007). Furthermore, the covariates in the 
model of the analysis have to be normally distributed (Rubin, 1987). Generation of linear 
discriminant functions are based on the nominal scaled dependent variable with categories 
1,…, g which are affected by missing values, continuous covariates of the dataset and the a-
priori likelihoods for the categories 1,…,g. The a-posteriori likelihoods p1,…,pg with p1 +…+ 
pg =1 are then compared to a uniformly distributed random variable u on the interval 0 to 1. 
For u < p1 the missing value is imputed by category 1, for p1 < u < p1+p2 by category 2 and 
so on. Only continuous variables can be applied to the generation of the discriminant 
functions.  

Bootstrap methods have proved to work well for the estimation of missing values 
(Cohen, 1997). In small or nonparametric samples it is recommended to use respective 
variants of this method (Efron 2011; Pajevic & Basser, 2003; Rubin & Schenker, 1991). The 
bootstrap is a useful method to estimate a valid variance for complex survey situations (Efron 
2011; Shao & Sitter, 1996), in particular non-ignorable non-response (Cohen, 1997; Efron 
2011; Rubin & Schenker, 1991). In the field of MD, bootstrap is based on the observed data. 
By resampling from the data set, random bootstrap samples are repeatedly induced (Efron & 
Tibshirani, 1993). Initially, the whole sample is stratified in complete and missing data and 
then the variability of the MD is estimated. In this context, the error variance allows a 
reliable approximation of the "correct bootstrap distribution”. Then a MI follows (Hinkley & 
Davison, 1997). In non-ignorable MD situations bootstrap methods have the advantage to 
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guard against misspecification of the imputation model with minimal assumptions about the 
distribution of the data (Sapra, 2012).  

In contrast to the already discussed imputation approaches, modelling approaches 
estimate parameters of interest without explicitly imputing MD. Most established methods 
are based on mixed linear models and maximum likelihood methods (Allison 2011; Efron 
2011; Verbeke & Molenberghs, 2000). These advanced methods are especially indicated in 
the NMAR situation where the MD mechanism has to be taken into account at the estimation 
process (Verbeke & Molenberghs, 2000). There are different ways to partition the common 
distribution (Little, 1993), leading either to so called pattern mixture or selection models 
(Verbeke & Molenberghs, 2000). Accounting accurately for the right mechanism can often be 
difficult, therefore modelling approaches should be implemented with caution. They can 
indeed be applied when a NMAR situation is assumed, although the results remain uncertain 
to some extent. Therefore, it is recommended to conduct a comprehensive sensitivity analysis 
by applying different approaches when missing values are supposed to be NMAR (European 
Medicines Agency, 2010; Verbeke & Molenberghs, 2000). 

Overall, the literature search suggested a superiority of MI and maximum 
likelihood methods over regression based approaches in case of continuous target variables 
(Dempster et al., 1977; Eekhout et al, 2012; Mayer, 2011; Newman, 2003). According to 
Allison (2009), the two particular methods of discriminant function and logistic regression 
imputation are proposed for categorical target variables instead of just disregard incomplete 
cases. However, these methods assume a monotone pattern of the data set. No direct 
comparisons between imputation methods and modelling approaches could be found which 
address the problem of MD by considering them explicitly in a statistical model. Therefore, 
especially in the case of NMAR, the given prioritization of modelling approaches in Figure 2 
is based on the authors’ subjective understanding of the methods’ properties. The listed 
methods for the imputation of missing values have been summarized in Table 2. 
 
Table 2. Imputation methods and their presumptions 
Methods Missing Data Mechanism Scale level Pattern 
 MCAR MAR NMAR continuous qualitative arbitrary monotone 
MCMC 
FCS 

X 
X 

X 
X 

 X 
X 

 
X 

X 
X 

X 
X 

FIML X X X X X X X 
SR X X  X X  X 
MM X X X X X X X 
EM X X  X X X X 
REG X X  X   X 
PS X X  X   X 
BB X X X X X X X 
LR X X   X  X 
DFM X X   X  X 
PMM X X X X X X X 
SM X X X X X X X 
BB = Bayesian Bootstrap, DFM = Discriminant Function Method, EM = Estimation Maximization, FCS = Fully 
Conditional Specification, FIML = Full Information Maximum Likelihood, LR = Logistic Regression, MAR = Missing 
At Random, MCAR = Missing Completely At Random, NMAR = Not Missing At Random, MCMC = Markov Chain 
Monte Carlo, MM = Mixed Model, PMM = Pattern Mixture Model; PS = Propensity Score, REG = Regression, SM = 
Selection Model, SR = Stochastic Regression  
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Discussion 
Common MD situations and imputation strategies were reviewed. The most 

appropriate  methods were chosen for the presented decision algorithm according to the 
cited literature for certain MD situations. Most SI methods were not considered since they are 
regarded as obsolete (Enders & Bandalos, 2001). An easily applicable algorithm (Figure 2) 
was suggested to assist researchers being confronted with the situation of MD in their data 
set in selecting an appropriate MD imputation method. Decision-making is based on MD 
mechanism and pattern as well as of scale level of the target variable to be imputed. NMAR 
is the most complicated MD mechanism to cope with. Allison (2012) described that 
maximum likelihood estimations were even more efficient than MI under the MAR 
assumption producing the same results for the same set of data. Prioritization of various 
available methods for specific MD situations helps to find the most suitable and, if possible, 
an appropriate statistical software to handle it (Mayer, Muche, & Hohl, 2012). To date this is 
the first decision algorithm for MD imputation methods of this complexity. Imputation of a 
large fraction of MD in a variable is always difficult. Then the question arises whether the 
chance of successful imputation is decreased. Complete case analysis then may lead to a 
systematic bias of study results by the loss of many observation units and the respective 
characteristics of other variables.  

A number of articles have already proposed useful methods in several MD 
situations. However, finding a proper approach requires laborious and time consuming 
literature research. The decision algorithm was designed to efficiently support researchers in 
identifying appropriate imputation methods when confronted with MD. One challenge in 
using MD imputation procedures is that there is currently no single statistical software 
package in which all imputation methods are implemented (Yucel, 2011). Since not all 
scientists necessarily have access to commercial software packages, also non-commercial 
software alternatives are presented in the decision algorithm.  

The stages of the algorithm provide orientation in handling various MD situations. 
The paths vary when the sample size is small or for different scale levels of the target 
variable. When applying the proposed concept, users have the possibility to impute MD in 
single-item instruments in several situations with various imputation methods. 

Imputation methods are listed following the three stages MD mechanism, scale 
level and MD pattern. Methods were listed in order of their appropriateness as described in 
the cited literature. The suggested statistical software packages and references for each 
method are listed at the upper and lower left corners of each method block. Deciding 
between systematic missing (NMAR) and not (MCAR, MAR) is challenging and will surely 
demand certain understanding and consideration. However, upon choosing the initial paths, 
the user should obtain results efficiently via suggested statistical software packages.  

Completeness of the presented methods cannot be guaranteed. The suggested 
prioritization is mainly based on findings in cited references, which compared different 
methods for imputing MD. Results of future studies comparing different imputation strategies 
may require a revision of this prioritization. A crude understanding of the methods described 
in the algorithm is advantageous, therefore a study of the cited references in the algorithm 
and to consult an expert is recommended. There is still no universal recommendation in 
relevant guidelines (European Medicines Agency, 2010) and the literature with respect to the 
percentage of MD up to which an imputation is suggested. Further analysis is needed to 
prove the applicability established methods for different amounts of MD. Furthermore, every 
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method given in the algorithm has its limitations, for example the use of selection models in 
the NMAR situation: if the assumptions are satisfied, the selection model can virtually 
eliminate bias caused by NMAR data, but already modest correlations among the predictor 
variables and moderate deviation from normality assumption may produce severely biased 
estimates. Some limitations might will be handled by future developments. 

Overall, our extensive literature search revealed that there are numerous 
approaches which address the problem of MD in medical research. However, it has obviously 
not been possible yet to arrange them reasonably to have a universal guidance for their 
application in specific MD situations. This points out again the importance of making all 
efforts to generally prevent MD and to find ways to systemize the available methods. 
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Abstract 
The FDI have become a very important aspect in the nowadays economical and geopolitical 
circumstances and, therefore, the study of this phenomenon is regarded with an increased 
attention by scholars, by government and business representatives. 
Following this direction, the study of disparities registered between different regions or 
between different countries when dealing with the attractiveness of these entities in the eyes of 
foreign investors became a topic of an increasing importance. 
In the present study, using yearly data regarding the stocks of FDI at the level of the Romanian 
counties, for the period 2001 – 2012, I try to evaluate the evolution of the attractiveness of 
these entities for foreign investors using the Gini coefficient. The study reveals that the 
attractiveness of the Romanian counties was significantly influenced by the main events which 
happened during this period. 

Keywords: FDI; county level; human capital; development region; Gini coefficient; king 

and viceroy effect 
 
 

1. Introduction 
 
The foreign direct investments are regarded by the governments of many 

developing countries as one of the most important tools that can be used for their 
economical development.  

The former communist countries from the eastern part of Europe are no exception 
and, starting from the beginning of the `90, their governments have been preoccupied with 
forging strategies that would enable them to attract foreign direct investments. These foreign 
direct investments were regarded as an important source of capital, an important source of 
management skills, an important source for new and better paid jobs, an important source 
for new technologies and also an important source for new and more completive products 
for both the internal market and for boosting up the export capacity of the country. 

Although the competition between national governments for bringing foreign direct 
investments inside their countries is significantly more visible, there is also an important 
competition inside every state between the regional or even local authorities to attract these 
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investments into their units. Another important aspect, mentioned by the literature on this 
matter, is the presence of important discrepancies between the attractiveness (in the eyes of 
the foreign investors) of these local entities in almost every state. 

Of main importance regarding this subject is also the regional policy of the EU, 
developed with the sole purpose of reducing the development (economic point of view) 
disparities among the European regions. Therefore, it is obvious that reducing the disparities 
between regions (and other economical entities) should be regarded with an increased 
attention due to the fact that it is the main tool that can be used for ensuring similar and 
adequate standard of living for all the inhabitants.  

Romania is no exception in this regard and the presence of disparities among 
counties needs to be analyzed and these discrepancies need to be diminished in order to 
ensure a sustainable development of the national economy. Also, forging policies for 
diminishing these discrepancies needs to be an important priority because the enhancement 
of this phenomenon can create significant macroeconomic and social disequilibria with 
significant negative impacts in several fields. 

The structure of the paper contains four main sections, as follows: literature review 
and theoretical background, methodology and data related issues, empirical results and 
conclusion.  
 

2. Literature Review and General Framework 
 

The subject of foreign direct investments has been one of the central topics in a 
large variety of scientific studies in the last 30 years. Due to its importance for the 
economical environment of a country or region this topic has started impressive debates and 
controversies among scholars, government representatives, company representatives and 
also NGO’s representatives. 

As many scholars have shown, the foreign direct investments have been regarded 
as the “holy grail” by the governments of the great majority of the developing countries. 
Starting from the ’80, the phenomenon of foreign direct investments has increased its 
intensity due to globalization and also to the fact that governments and foreign investors 
have shifted their approach towards a more collaborative side. Murtha and Lenway have 
shown, in a research paper published in 1994, that governments lowered taxation levels and 
have also designed new policies and regulations in this field with the sole purpose of 
attracting as much foreign direct investment as possible. 

Following this direction, I need to state that foreign direct investments have been 
regarded as a major source for fuelling the economic growth by the governments of all the 
ex communist countries from Europe, during the last 24 years. The foreign direct investments 
were regarded as a source of capital and also of other benefits which could have been 
easier obtained through such a method. Therefore I can state that these foreign investments 
were considered responsible for bringing: new and superior management skills and also 
new and improved technologies, in the host countries. They were also regarded as an 
important factor in providing new and better paid jobs, new and more competitive products 
and services. 

Bearing in mind these benefits (and many others) brought in a country by foreign 
direct investments, many scholars have focused their research on studying the problematic 
aspect of the main determinants responsible for attracting a foreign investor in a specific 
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location. Scholars have conducted studies, following this research direction, both at national 
and at regional level. 

As I have stated earlier, the literature provides evidence supporting the hypothesis 
that foreign direct investments are an important tool which can catalyze the development at 
regional level and, by consequence some of the main determinants should be looked for at 
regional level (Porter (2003)).  

One of the main determinants of the foreign direct investments identified by a 
large number of studies is represented by the market size. Remarkable in this regard are the 
studies conducted by Crozet, Mayer and Mucchielli (2004), Przybylska and Malina (2000) 
and Ghemawat and Kennedy (1999), Cleeve (2008) and Schneider and Frey (1985). 

The infrastructure was also identified as an important determinant of the foreign 
direct investments by many scholars, both at national and at regional level. Such studies are 
those published by Wei et al in 1998, by Mariotti and Pischitello in 1995, and by Broadman 
and Sun in 1997. Dunning, in a study published in 1998, argues that infrastructure 
represents a significant advantage of a location, when talking about foreign direct 
investments, because it is responsible for improving the potential to exploit the available 
resources. Noteworthy regarding the infrastructure, is the fact that studies conducted in this 
field asses the importance of the communication infrastructure (Asiedu (2002) and Khadaroo 
and Seetanah (2009)) and also of the transport infrastructure (Khadaroo and Seetanah 
(2009)). 

Another important determinant identified by the academicians, who have studied 
aspects connected with the localization process of foreign direct investments, is represented 
by the characteristics of the labor market. Crozet, Mayer et al, in a study released in 2004, 
and Lansbury et al. in a study published in 1996, stress the importance of the availability 
and the price of the labor force in attracting foreign investors in a location. Wheeler and 
Moody provide evidences, in a study published in 1992, that between the inflows of foreign 
direct investments and the average wage there is a positive relation. In their studies, 
Vijayakumar et al. (2010) and Schneider and Frey (1985) support (through their findings) the 
idea that foreign direct investments are attracted into locations where the labor costs are 
low. 

Research and development level and the human capital are other important 
determinants which have a significant importance in attracting foreign direct investments in 
a host country or region. Cantwell and Iammarino, in a study published in 2001, argue that 
the research and development level of an economy represent an important factor considered 
by foreign investors who intend to locate a future investment. Evidences in the same 
direction are provided by Cantwell and Piscitello (2005) and also by Chung and Alcácer, 
(2002). Dunning, in a study released in 2001, argues that the human capital positively 
influences the inflows of foreign direct investments. In the same direction point the findings 
reported by Cleeve (2008) and Al-Sadig (2009) which show that the secondary school 
enrolment has a positive impact on the inflows of foreign direct investments. 

The literature also indicates: trade openness, government regulations, corruption, 
political stability and macroeconomic stability as key drivers of the foreign direct investments 
attraction. Al-Sadig (2009), Cleeve (2008) and Asiedu in 2002, all support the hypothesis 
that between trade openness and the inflow of foreign direct investments exists a positive 
correlation.  Vijayakumar et al reach the same conclusion in a study published in 2010. 
Important for the literature concerning the interdependencies between the government 
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regulations and the inward foreign direct investments is the study published by Morrissey 
and Udomkerdmongkol (2012) who repots a positive link between these two aspects. 
Schneider and Frey (1985) show that incoming foreign direct investments are encouraged by 
political stability. Their results are further confirmed by Asiedu in his study published in 
2006. Noteworthy regarding our topic is that Al-Sadig (2009) and Asiedu (2006) provide 
evidences, in their studies, supporting the idea that increasing corruption level is regarded by 
the foreign investors as a significant disadvantage of a potential location. These findings are 
reinforced by the results obtained by Cleeve in his study, released in 2008, and by Wei in 
2000. Scholars used unemployment level or the inflation rate as a proxy for the 
macroeconomic stability and proved that foreign investors incline to locate their future 
investments in countries with a higher stability level. 

However, I need to clearly state the fact that, even though the determinants 
described above were all identified and studied in a large variety of studies, some of them 
manifest their influence mainly at country level and less at regional level. Nevertheless these 
phenomena should be studied by the Romanian policy makers when trying to identify the 
determinants of the foreign direct investments, at regional level. 

Also, when talking about foreign direct investments at regional level, of significant 
importance is the study of the disparities registered between different regions and their 
underlying causes. The registered disparities concern different domains like: labor market 
(Taylor and Bradley (1997)), tourism (Xue (2005), Soukiazis and Proença (2008)), 
infrastructure (Démurger (2001)) and other important socio-economic aspects (Singh, Kogan, 
et al (2008)). 

At national level, even though the literature is not very vast, the disparities among 
regions are the main topic of the studies published by Boldea, Parean et al in 2012 and by 
Goschin, Constantin et al in 2008. Also noteworthy in the context of our study is the research 
paper published by Danciu and Strat (2012) where, based on micro economic level data, the 
authors analyze the potential of the Romanian regions in attracting foreign direct 
investments in the manufacturing sector.  

 

2. Methodology, Research Goal and Data Issues 
 

Three important aspects of the research are discussed along this section. First of all, 
the main objective of the research is presented and described. In the second part of the 
section the focus is on the employed methodology and on aspects related to the 
administrative divisions of Romania. Finally the third part of the section deals with issues 
related to the data used in this study.  
 
2.1. Research Goal 

The main goal of the present research is to analyze the evolution of the localization 
process of foreign direct investments at the level of the Romanian counties, during the period 
2001 – 2012. Therefore, I will try to emphasize any changes in the trend of the localization 
process and I will also try to connect these turning points with the most important events 
which took place in Romania in that particular period (events that might have had an impact 
on the attractiveness of the Romanian counties in the eyes of foreign investors). Following 
this approach, the analysis will be conducted with respect to the three important milestones 
that have occurred during this period, namely: the year 2004 when Romania became a 
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member of NATO, the year 2007 when Romania became a member of the European Union 
and the year 2009 when the economical crisis brought its effects in Romania. 
 
2.2. Administrative divisions of Romania 

Romania is organized, from an administrative perspective, into 41 counties and a 
capital city named Bucharest. These counties serve as NUTS III units. The capital city is also 
divided into six administrative entities named Sectors. 

After the end of the communist era, which took place in 1990, Romania decided to 
redesign its administrative and spatial organization from a highly centralized model to a new 
framework based on a regional perspective. An important milestone during this 
transformation process was the year 1998 when eight development regions were created. 
This eight development regions, serve as NUTS II units and their names are: North - East 
development region, South - East development region, South development region, South - 
West development region, West development region, North-West development region, 
Centre development region and Bucharest - Ilfov development region. Important to mention 
is the fact that, after the crucial moment which took place in 1998, no other significant 
events were registered in this regard. Moreover, I need to mention that these development 
regions are not fully functional administrative regions even though Romania became a 
member of the European Union since the 1st of January 2007. 
 

 
Figure 1. The administrative organization of Romania 
 
2.3. Data Issues 

The analysis presented in this paper is conducted on the series of stocks of foreign 
direct investments registered at the county level for the period 2001 – 2012. The national 
value of the stock used is calculated by summing up the individual values, for each year. The 
data were gathered from the database of the Romanian National Trade Register Office (the 
database is available online on the website of the institution). Due to comparability reasons 
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and also in order to improve the relevance of our results all the values (for all the counties) 
were expressed as percentages from the stock registered at national level. 
 

3. Empirical Results 
 

The evolution of the stocks of foreign direct investments at the level of the 
Romanian counties might be regarded as an important indicator of their economical 
development and, therefore, studying this aspect should be considered as being very 
important by the policymakers. 

First of all, when talking about the inward foreign direct investments, it is important 
to mention that the stocks of foreign direct investments for Romania (calculated as a sum of 
the stocks registered at county level) have increased from 9119942.4 Euro to a value of 
32939762.5 Euro over the period 2001 – 2012. The entire evolution of the growth rhythms 
is displayed in the chart from Fig. 2. Until 2003 the stocks have slightly decreased and 
afterwards the trend was constantly positive. For the period between 2004 and 2007 the 
growth rate was decreasing constantly from 25.7% to little over 15.5%. Therefore, when 
shifting our perspective from absolute values to percentages, I can assert that, even though 
the period between the NATO accession and the European Union accession has been a 
favorable period, Romania’s attractiveness for foreign investors has diminished. Going 
further, I notice that the growth rhythm has increased in 2008 (the last year before the 
economical crisis started to affect the Romanian economy) at a value over 22%. In 2011 and 
2012 the growth rhythm has been significantly lower, with values under 10%, but the 
positive trend has reappeared. 

  

 
Figure 2. The dynamic of the FDI stocks (index with a moving base) for Romania  
Source: Author’s work 

 
Taking the analysis further I will continue to asses the evolution of the stocks of 

foreign direct investments at the county level. In order to facilitate the comparison I have 
expressed the stock of foreign direct investment for each county as a percentage from the 
stock of FDI registered at national level. 
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Before moving on with the analysis I will present the evolution for the development 
region Bucharest Ilfov, due to its essential particularities. First of all, it is very important to 
mention that this region has received over 50% of the total foreign direct investments located 
in Romania. The percentage has increased from little over 50% in 2001 to over 59% in 
2012. The entire evolution is displayed in the chart listed in the figure number 3. 
 

 
Figure 3. The dynamic of the FDI stocks (% from national value) for Bucharest and Ilfov  
Source: Author’s work 

 
In the evolution of the stocks of foreign direct investments for Bucharest, an 

important milestone represents the first year (2007) after Romania was accepted as a 
member of the European Union. In 2007 the stocks attracted in Bucharest represented over 
60% from the national level stocks. The lowest level for Bucharest was registered in 2009 
when the stocks for Ilfov reached their highest value (over 11%). After 2009, the stocks for 
Ilfov constantly represented around 6.8% from the national stock and those for Bucharest 
increased easily from 51% to 52%. 

The particularities presented by Bucharest might be described as “king effect”, an 
effect which was observed and described by Jefferson (1939), by Laherrere and Sornette 
(1998) and by Roy Cerqueti and Marcel Ausloos (2014). Thus, Bucharest, even though is 
ranked first (it has the highest attractiveness) it attracts a percentage much, much larger, 
having in this way the behavior of an outlier. 

Therefore, due to the fact that Bucharest represents an outlier among the 
Romanian counties due to its attractiveness for foreign investors, I have decided to continue 
the analysis without the entire Bucharest-Ilfov development region, namely Bucharest and 
the county Ilfov. 

After dropping the Bucharest-Ilfov development region from our analysis, the 
percentages reported for each county were calculated based on the national stock’s value 
calculated by summing up the stocks for all the 40 Romanian counties (except Ilfov and the 
capital city Bucharest).  

In the table number 1 I have displayed the evolution of the stocks of foreign direct 
investments (presented as percentages from the national value) for the best performing five 
counties for each year covering the period 2001 – 2012. 
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Table 1. The best performing five counties  
(Stocks of FDI expressed as % from national value) 
  2001   2002   2003   2004 
Galati 13.87 Galati 12.37 Galati 12.75 Arges 15.04 
Timis 11.47 Constanta 10.34 Arges 11.90 Galati 11.73 
Prahova 9.02 Timis 10.09 Constanta 9.63 Constanta 8.64 
Arges 8.32 Prahova 8.17 Timis 9.41 Timis 7.92 
Cluj 5.13 Arges 6.93 Prahova 7.40 Cluj 6.73 

  2005   2006   2007   2008 
Arges 14.13 Arges 12.83 Arges 12.89 Arges 10.23 
Galati 10.68 Timis 10.01 Timis 9.47 Mures 8.65 
Timis 10.12 Galati 9.28 Galati 8.66 Timis 8.48 
Constanta 8.90 Constanta 7.47 Constanta 6.65 Bacau 7.25 
Cluj 6.10 Cluj 5.68 Cluj 5.60 Galati 6.96 

  2009   2010   2011   2012 
Timis 8.81 Timis 8.74 Timis 9.14 Timis 9.18 
Mures 7.04 Bihor 7.87 Bihor 7.65 Bihor 7.66 
Cluj 6.71 Mures 7.06 Mures 6.93 Mures 6.66 
Brasov 6.24 Brasov 5.87 Constanta 6.00 Brasov 6.37 
Arges 6.09 Constanta 5.84 Brasov 5.75 Constanta 5.77 

Source: Author’s work 

 
During the analyzed period the top five modified significantly. Galati County who 

was leading the hierarchy in the first three years became less attractive with time and finally 

exited the top five after 2008. Another notable evolution was registered by Arges County 

who lead the hierarchy between the years 2004 and 2008, due to the investment made by 

Renault in the Dacia factory from Mioveni. Starting from 2009, Arges County’s attractiveness 

declined, and then it finally left top five in 2010. The best performing county for the last four 

years is the Timis County which was present in the top for the entire analyzed period. 

Another important aspect that emerges is the fact that most of the counties present in the 

top five are located in Transylvania. The only counties outside Transylvania are Galati, 

Prahova, Arges and Constanta, all of them the being located in the south and south east of 

the country (an exception is Bacau who appears in the top in 2008). 

Notable is the fact that the leading five counties decrease their importance (as 

percentage of the stocks in the national stock) at national level for the analyzed period 

suggesting that other parts of the country have become more attractive for the foreign 

investors. The negative trend starts in 2003 and it ends in 2008 (at the debut of the 

economical crisis) when the trend becomes positive. Another noteworthy aspect is the fact 

that the leading five counties account for over 35% of the FDI stocks in the present, after 

their importance reached in 2003 values over 50%. 
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Figure 4. The importance of the leading five counties (Stocks expressed as % from the 

national value) 
Source: Author’s work 

 
 

The following table displays the evolution of the stocks of foreign direct investments 
(presented as percentages from the national value) for the least attractive five counties, for 
each year covering the period 2001 – 2012. 
 
Table 2. The least attractive five counties (Stocks of FDI expressed as % from national value) 
  2001   2002   2003   2004 
Salaj 0.32 Tulcea 0.35 Tulcea 0.25 Salaj 0.29 
Bacau 0.23 Salaj 0.29 Giurgiu 0.24 Giurgiu 0.21 
Giurgiu 0.12 Giurgiu 0.20 Ialomita 0.21 Ialomita 0.20 
Botosani 0.10 Botosani 0.14 Botosani 0.12 Botosani 0.10 
Gorj 0.05 Gorj 0.04 Gorj 0.04 Gorj 0.04 

  2005   2006   2007   2008 

Salaj 0.26 
Bistrita-
Nasaud 0.37 

Bistrita-
Nasaud 0.39 

Bistrita-
Nasaud 0.37 

Botosani 0.22 Vrancea 0.30 Vrancea 0.32 Vaslui 0.36 
Giurgiu 0.22 Botosani 0.25 Botosani 0.26 Ialomita 0.33 
Ialomita 0.20 Ialomita 0.24 Ialomita 0.22 Gorj 0.21 
Gorj 0.03 Gorj 0.02 Gorj 0.02 Botosani 0.21 

  2009   2010   2011   2012 
Valcea 0.48 Valcea 0.37 Valcea 0.36 Ialomita 0.32 
Teleorman 0.44 Ialomita 0.33 Ialomita 0.32 Botosani 0.26 
Tulcea 0.38 Vaslui 0.27 Vaslui 0.26 Vaslui 0.25 
Vaslui 0.32 Botosani 0.25 Botosani 0.24 Gorj 0.14 
Botosani 0.22 Gorj 0.15 Gorj 0.14 Vrancea 0.11 

Source: Author’s work 

 
As it is visible from the data presented in the table, Gorj County is the least 

attractive county for foreign investors in nine of the analyzed years. This position is occupied 
by Botosani in two years and by Vrancea in 2012. Noteworthy is the fact that in 2001 Bacau 
was among the least performing five counties and in 2008 it entered top five, best 
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performing counties on the fourth position (it was present among the best performing 
counties for only one year). 
 

 
Figure 5. The importance of the last five counties  

(Stocks expressed as % from the national value) 
Source: Author’s work 

 
Important to mention is the fact that these five least attractive counties are 

responsible constantly, for under 2% of the entire stock of FDI attracted at national level 
(except Bucharest-Ilfov development region). Their importance increases until 2009 (almost 
1.85%) and afterwards decreases sharply to 1.08%. Therefore, it is obvious that since the 
economic crisis has appeared their attractiveness has decreased significantly. Summarizing 
these results, I can state that, starting with 2009, the remaining 30 counties account for 
around 64% from the entire national stock of foreign direct investment (except Bucharest-
Ilfov development region). 

Before going further, I consider necessary to mention that for the first years of the 
analyzed period, when analyzing the behavior of the best five performing counties we might 
identify a “king plus viceroy effect” which was also mentioned by Roy Cerqueti and Marcel 
Ausloos (2014). This effect is similar with the “king effect” mentioned earlier in this paper, 
but it involves the presence of more outliers. The “king plus viceroy effect” fades away with 
the passage of time. Due to the fact that the “king effect” that we encounter in the case of 
Bucharest is obvious and constant, we will present a graphical description of the “king and 
viceroy effect” indentified for the best performing counties in Appendix A.   

An even better description of how the attractiveness of the Romanian counties 
modified in the eyes of foreign investors is visible when analyzing the evolution of the Gini 
coefficient. The values of the coefficient range from 0 to 1, and higher values, close to 1 
show an important concentration of the analyzed phenomenon, indicating that it is possible 
to talk about some important concentration poles regarding this phenomenon.  
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Figure 6. The evolution of the Gini coefficient 
Source: Author’s work 

 
As it is visible from the chart displayed in figure number 6 the concentration level 

has decreased from values little under 0.6, during the period 2003 – 2005, to values around 
0.5, during the last three years. The lowest concentration level is registered in 2009, which is 
the year when the global crisis affected the Romanian economy. In the last analyzed three 
years, the concentration level is somehow constant suggesting that after the year 2009 no 
significant events were registered regarding the evolution of the attractiveness of the 
Romanian counties in the eyes of foreign investors. 

 
Figure 7. The most attractive and the least attractive counties 
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Summarizing the entire analysis, I can assert that the analyzed period might be 

divided into three main parts: 2001 – 2003 (2004), 2004 – 2009 and 2010 – 2012. In the 
first period, the coefficient was somehow stable with high values, around 0.58, suggesting 
that there are some poles that attract the majority of the inward foreign direct investments. 
This aspect is clearly visible when analyzing the figures displayed in Table 1 and Table 2. In 
the second period, two main events occurred, namely: Romania became a member of NATO 
and Romania became a member of the European Union. The value of the coefficient 
decreased constantly during this period showing that the importance of the concentration 
poles was decreasing. Therefore I can assert that these two events increased the investors’ 
confidence in the potential of the Romanian counties’ economy. Finally, the third period 
(after the economical crisis brought its effects in Romania) is characterized by a stability of 
the coefficient around the value 0.5 (the coefficient increases from 0.48 in 2009). Therefore, 
noteworthy for this period is the fact that the economical crisis had a significant impact on 
the process registered during the previous period and diminished significantly its intensity. 

Using the territorial display of the information, presented in Figure 7, it becomes 
easily observable that the most attractive counties and the least attractive counties tend to 
agglomerate. Therefore, it becomes obvious that the policymakers need to construct a new 
regional policy which should be designed with the clear purpose to increase the 
attractiveness of the poorer counties (and provide therefore better opportunities for them). 
Following this direction, I can suggest that the administrative policy, based on counties (very 
small entities in the present European context), needs significant improvement due to the 
fact that it facilitates the increasing of the disparities in this field.  
 
4. Conclusions 
 

Summarizing the study, I can say that the present paper should be included among 
scientific works who analyze the discrepancies registered at regional level regarding the 
attractiveness of the Romanian counties in the eyes of the foreign investors. 

An important aspect described in the present study (an aspect which confirms other 
analysis conducted earlier) shows clearly that, in Romania, significant discrepancies are 
registered between counties when talking about the stocks of received foreign direct 
investment. Noteworthy is the fact that, the five leading counties are responsible for over 
35% (“king and viceroy effect”) of the received foreign direct investments while the least 
attractive five counties are only responsible for under 1.8% of the national stock (national 
stock except the stock of FDI attracted by Bucharest-Ilfov development region). Also, 
following the same logic, I need to mention the fact that Bucharest (“king effect”) - Ilfov 
development region has attracted almost 60% of the total stock of foreign direct investment 
during the analyzed period, showing that the remaining seven development regions have a 
very low attractiveness level. Therefore, a significant disequilibrium in the spatial structure of 
the Romanian economy might be suggested. 

The most important piece of information brought by this study is represented by the 
description of the evolution of the spatial concentration of the stocks of foreign direct 
investment described with the help of the Gini coefficient. Thereby, during the analyzed 
period, I can identify three tendencies regarding the evolution of the FDI stocks, at county 
level. Until 2004 the coefficient was stable around high values, about 0.58, suggesting that 
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some counties were receiving the majority of the foreign direct investment, being therefore 
important development poles. Following this stage, the period between 2004 and 2009 
(Romania became NATO member in 2004 and EU member in 2007) was characterized by a 
decreasing trend suggesting that the importance of the concentration poles was decreasing 
and that the investor’ confidence in the potential of the other counties was increasing. 
Finally, after 2009 the impact of the global crisis was significant, leading to an increase of 
the concentration, suggesting that the importance of the concentration poles increased 
again. 

This phenomenon, which appeared in this field in Romania after the year 2009, 
might be compared with the one identified by researchers at global level, namely that the 
developed entities become more attractive for foreign investors and the poorer ones loose 
their attractiveness slowing in this way the convergence process (sometimes the 
discrepancies increase). 

Concluding, I might state that the difference between the leading counties and the 
others is too important to be recovered in a medium term time period. Following the same 
logic I might say the same thing about Bucharest and the rest of the country. In these 
conditions I suggest that constructing a new, viable and functional regional policy might be 
an appropriate solution to tackle this problem. 

Knowing the magnitude of the phenomenon, it becomes obvious that the counties 
are too small (economies) and their power to implement policies which will boost up their 
attractiveness in the eyes of the foreign investors is limited. Therefore constructing functional 
regional administrative units with a greater strength might be the solution.  

As a final remark I can state that constructing viable regional development units 
should be the first priority for the Romanian government in order to increase the 
competitiveness of the Romanian economy in the European context. By doing so, the central 
authorities will also give the possibility to the regional/local authorities to construct 
integrated policies at the regional level, in order to ensure a sustainable development 
(economical and also social) for the entire community.  
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Appendix A 

 
This Appendix contains figures which display the evolution of the “king plus viceroy effect” 
regarding the stocks of FDI received by the Romanian counties 
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Source: Author’s work 
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Abstract 
As an important tool in risk management, Value-at-Risk is estimated on the Romanian stock 
market based on single assets and a weighted portfolio of them. Because this is a measure of 
the extreme tails, several approaches are used to compute Value-at-Risk by taking in 
consideration the distribution of the data, namely the generalized hyperbolic distribution, 
Normal-Inverse Gaussian and asymmetric t-Student in comparison with the normal 
distribution. The considered period is divided into an analyze period and a test one, where 
based on the rolling windows approach are estimated the VaR values and then tested with the 
help of Kupiec’s and Christoffersen’s backtests. The choice of the time period affects the 
estimation due to the events that took place on the market and the approach based on the 
normal distribution predicted best the VaR values by underestimating the risk compared to the 
other distributions. This approach fits better the considered period because the analyzed 
period covers moments of severe economical crisis while the test period goes over a period of 
recovery. 

 

Keywords: Value-at-Risk; generalized hyperbolic distributions; heavy tails;  

stock market data 
 

1. Introduction 
 

The instability of financial markets in the recent years has led to the need of a 
general accepted measure that quantifies risk of the loss when looking to invest or holding a 
portfolio. This measure of risk management has known various forms over time. A measure 
accepted and used both in practice and theory is value-at-risk (VaR). VaR was easily 
accepted for two reasons: the ease of computations and the weight of the information 
brought by a single number. 

As defined by J.P. Morgan (1996), VaR represents “a measure of the maximum 
potential change in value of a portfolio of financial instruments over a pre-set horizon. VaR 
answers the question: how much can I lose with x% probability over a given time horizon?”. 
In other words, VaR defines through a single number the maximum loss we should expect 
over a period of time except for x% of the cases, when the loss can exceed VaR. Due to this 
two inconveniences, the arbitrary choice of the probability and of the time interval, authors 
like Einhorn (2008) consideres VaR as being inefficient because it ignores mainly those x% 
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extreme situations, which represent the highest looses and compares the method with “an 
airbag that works all the time, except when you have a car accident”. 

Prause (1997) used the family of generalized hyperbolic distributions to model the 
returns of the German stocks and US index and based on them evaluated the risk of loss 
corresponding to each of the two markets. The analysis revealed that the family of 
generalized hyperbolic distributions provide a better fit to the empirical VaR. Bauer (2000) 
performed VaR computations on German stocks and DAX, Dow Jones and Nikkei market 
indexes over 1987- 1997 and found that the symmetric hyperbolic distribution outperforms 
the normal model. Huang et al. (2014) evaluated the performance of the hyperbolic 
distribution, Normal- Inverse Gaussian and asymmetric t- Student through VaR estimates on 
daily JSE Mining Index. All distributions outperformed the normal one both through means of 
goodness-of-fit and VaR estimates. 

To overcome the shortcomings of the method, in this study are used daily returns 
and are applied several methods to compute VaR by taking into consideration the 
distribution of the returns. VaR estimates are computed using the rolling window approach 
and the performance of each method is tested through backtests.  As shown in Prause 
(1999), Sognia and Wilcox (2014), Baciu (2014), appropriate distributions in modeling 
financial data are the generalized hyperbolic distribution or Normal- Inverse Gaussian 
distribution which account for the heavier tails and asymmetric distribution that characterize 
stock market returns. Although Vee et al. (2012) concluded that one specific distribution 
won’t describe well indices from different markets and the choice of the distribution depends 
on the market, the performance of the generalized hyperbolic distribution on the index of 
the Romanian market was shown in Necula (2009) or Baciu (2014).  This study uses the 
findings of Baciu (2014) in modeling financial returns and fitting the distribution to data, 
which show that the generalized hyperbolic distribution approximates the best the 
distribution of the returns of the five Romanian Investment Funds, followed by the Normal- 
Inverse Gaussian and asymmetric t-Student distributions. The purpose of this paper is to 
develop the previous study, in which the performance of each distribution was characterized 
through plots and goodness-of-fit means and focus on the distribution of the tails.  
The remainder of this paper is organized as follows. Section 2 links the study with a previous 
research in which has been shown the performance of the generalized hyperbolic 
distribution on Romanian stock data in comparison to the normal distribution. Section 3 
provides a description of the methodology used to compute VaR and the backtests of the VaR 
estimates. Section 4 introduces the data and presents the descriptive statistics of it. The VaR 
estimates and the results of the backtests are discussed in Section 5. Finally, Section 6 
concludes the paper with the main findings and directions to develop the study.  
 

2. Choice of the distribution 
 

As documented in Baciu (2014), among the distributions that approximate well 
stock market returns is the family of the generalized hyperbolic distributions. Studies such as 
Prause (1997), Necula (2009), Rege and Menezes (2012), Sognia and Wilcox (2014) have 
shown the performance of this family of distributions. Because VaR accounts only for the 
tails, such a distribution should be more appropriate than the normal one to estimate the 
potential risk of loss. Based on the results in Baciu (2014) on the same data set as in the 
present paper, VaR will be computed on three of the generalized hyperbolic family of 
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distributions: the generalized hyperbolic distribution, Normal- Inverse Gaussian and 
assymetric t- Student. The parameters of these distributions are estimated using the 
maximum likelihood estimation, implemented based on the EM scheme of Dempster et al 
(1977) in R software. 
For a vector of observations ݔଵ, ,ଶݔ … ,  , the maximum likelihood estimation of theݔ
parameters ߣ, ,ߙ ,ߚ ,ߜ  :is obtained by maximizing the log-likelihood function	ߤ

,ଵݔሺܮ ,ଶݔ … , ;ݔ ,ߣ	 ,ߙ ,ߚ ,ߜ ሻߤ ൌ ݈ܽ݃ 
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where ܽ and	ܭఒ are defined as: 

ܽሺߣ, ,ߙ ,ߚ ሻߜ ൌ
ሺߙଶ െ ଶሻߚ

ఒ
ଶ

ቀఒିߙߨ2√
ଵ
ଶቁߜఒܭఒሺߜඥߙଶ െ ଶሻߚ

 

ሻݔఒሺܭ ൌ
1
2
න ఒିଵݕ
ஶ


expቆെ

1
2
ݕሺݔ   .ݕଵሻቇ݀ିݕ

In the previous study, the choice among distributions was done based on plots and 
goodness-of-fit measures: Kolmogorov-Smirnov distance, Log-likelihood and Akaike 
Information Criterion. From the beginning, plots ruled out the Variance-Gamma distribution 
and have shown that the family of the generalized hyperbolic distributions offers a better 
and more appropriate fit to the Romanian market data than the normal distribution. Based 
on the goodness-of-fit measures, the generalized hyperbolic distribution seems to represent 
the best fit to the given data. 
 

3. Methodology 
 
3.1. VaR estimation methods 

The VaR methodology has been easily adopted and accepted both in theory and 
practice due to the ease of implementation and interpretation. Among the most popular 
methods of computing VaR can be mentioned the methods based on the historical data, 
Monte Carlo simulations or the assumption of normal distribution.  

A survey realized by Perignon and Smith (2006) has shown that 73% of the 
interogated banks are using the historical method for computing the risk of loss. This method 
estimates the future loss based on past returns. Besides its simplicity, among the benefits of 
this method is that it allows for skewed and leptokurtic distributions of data. On the other 
side, the method takes into consideration only events that took place in the analyzed period 
of time and can not capture the effect of any other type of events. If the analyzed period has 
gone only through low fluctuations of volatility, then the computed loss will be too small in 
case the fluctuations grow.  

The normal VaR estimation method assumes a normal distribution of the returns. 
But it is a known fact that equity returns exhibit heavier tails than in the case of the normal 
distribution. To avoid the shorcomings of the normal VaR method, it was introduced the 
Cornish-Fisher method, described in Favre and Galeano (2002) which accounts for 
distributions other than the normal one by considering the third and fourth moments. 
If it is considered  
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where S stands for assimetry ,  K for excess kurtosis, p the selected probability level and Qp 
the corresponding quantile to the selected probability level, then, through the Cornish- 
Fisher method, VaR reduces to: 

ܸܴܽி ൌ െ݉݁ܽ݊ሺܴሻ െ  .ܨܥߪ√

Brown (2008) comments on the performance of VaR and sustains that the results 
are trustful only if they are backtested. For this reason, in this study data is divided into an 
analyze period and a test one. As sugested by Brown (2008), for a considered probability of 
1% greater looses than estimated by VaR for daily returns, the analysis should be performed 
on 3 years of historical data.  

Each VaR is computed based on a rolling windows approach on 750 historical daily 
returns, counting for about three years of daily trading data. Data is divided into two periods 
of time: an analysis one and a test one. The analysis period represent the windows of the 
rolling windows approach and at each step the oldest return is dropped and added the 
return of the following day of the last observation included in the previous window. The test 
period accounts for the remaining data of more than two years of tradings. Over this period 
are compared the number of days with excess loss than estimated through VaR with the 
expected number of such days, according to the considered probability.  

Two of the most used backtests are the ones of Kupiec (1995) and Christoffersen 
(1998). 
 
3.2. Backtesting 

According to Christoffersen (2012), one can only estimate with the chosen 
probability if the actual loss will exceed the computed VaR or not. This set of events is similar 
with a Bernoulli trial, with a probability p that the loss exceeds VaR and (1-p) that it does not. 
The total number of days in which the loss is greater than VaR, denoted by x, follow a 
Binomial (n,p) distribution, where n is the total number of observations. 
 
Kupiec backtest 
The Kupiec backtest, introduced by Kupiec (1995), is a test of the failure rate. The null 
hypothesis assumes a rate of failures equal to the expected one. 

:ܪ  ൌ ෝ,  
where, ̂ ൌ  .݊/ݔ

As mentioned in Nieppola (2009), if the number of days with excess loss is too high 
compared to the chosen probability level, it indicates an underestimation of the risk, while a 
low number of exceptions suggest an overestimation of the risk. 

The Kupiec backtest is constructed as a likelihood-ratio test, with the statistic given 
by: 

ܶܵ௫ ൌ
௫ሺ1 െ ሻ௫

ሺ
݊ െ ݔ
݊ 	ሻି௫ሺ

ݔ
݊ሻ

௫
. 

Under the null hypothesis ܶܵ௫~ ߯ሺଵሻ
ଶ . 

 
Christoffersen backtest 

Aditional to Kupiec backtest, Christofferson (1998) highlights the importance of the 
exceptions to be independent. Otherwise, if the excess loss occurs in a short period of time 
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the company might be affected unlike if they occur occasionally, over a longer period.  The 
new test keeps track of both events: the number of exceptions and their independence. 

As defined in Christoffersen (1998), Christoffersen (2012) or Nieppola (2009), let 

௧ାଵܫ ൌ ൜
௧ାଵܴ	ݑݎݐ݊݁											1 ൏ െܸܴܽ௧ାଵ
௧ାଵܴ	ݑݎݐ݊݁										0  െܸܴܽ௧ାଵ

 

be the sequence of exceptions and   
ଵߨ ൌ ܲሺܫ௧ାଵ ൌ ௧ܫ|1 ൌ 1ሻ 
ߨ ൌ ܲሺܫ௧ାଵ ൌ ௧ܫ|1 ൌ 0ሻ 

the probability that tomorrow’s loss will exceed VaR knowing that today’s loss exceeds VaR, 
respectively the probability that tomorrow’s loss exceeds VaR knowing that today’s loss does 
not exceed VaR. 

Let: 
- ݊ the number of days in which ܫ௧ାଵ ൌ 0 based on ܫ௧ ൌ 0 
- ݊ଵ the number of days in which ܫ௧ାଵ ൌ 1 based on	ܫ௧ ൌ 0 
- ݊ଵ the number of days in which ܫ௧ାଵ ൌ 0 based on ܫ௧ ൌ 1 
- ݊ଵଵ the number of days in which ܫ௧ାଵ ൌ 1 based on ܫ௧ ൌ 1. 

Then, the probabilities ߨ and ߨଵ are: 

ߨ ൌ
݊ଵ

݊  ݊ଵ
, ଵߨ ൌ

݊ଵଵ
݊ଵ  ݊ଵଵ

, ߨ ൌ
݊ଵ  ݊ଵଵ

݊  ݊ଵ  ݊ଵ  ݊ଵଵ
. 

Because the test combines the hypothesis of the Kupiec test with the one the 
independence of the exceptions, the test statistic is defined as: 

ܶܵ ൌ ܶܵ௫  ܶ ܵௗ 
where, 

ܶ ܵௗ ൌ െ2ln	ሺ
ሺ1 െ బభାభభߨሻబబାభబߨ

ሺ1 െ బభሺ1ߨሻబబߨ െ ଵభభߨଵሻభబߨ
ሻ 

Under the null hypothesis, TS ~߯ሺଶሻ
ଶ . 

 

4. Data 
 

The risk management measure, VaR is applied on the Romanian market on five 
individual equities, namely the Investment Funds: SIF1, SIF2, SIF3, SIF4, SIF5 and on an 
equally weighted portfolio of them (Ristea et al., 2010; Dumitrana et al., 2010). 

The choice of these equities is based on the fact that they hold shares on the most 
important domains in the Romanian market, the interest of the investors in them and in 
Baciu (2014) has been shown the performance of the generalized hyperbolic distribution in 
approximating their returns. 

Daily returns were gathered for more than five years, starting the day of the 
maximum closing price in 2007 until the last trading day of 2012. The choice of the time 
period was due to the economical crisis that affected Romania at the middle of 2007. The 
period of economical crisis brought changes in the characteristics of each time series.  

The time period is divided into an analysis period of 750 days and a test period. 
The analysis is done using the rolling windows approach, in which at each step is created a 
window of 750 observations by dropping the oldest return and adding the return of the next 
day.  

Returns are computed as the difference between natural logarithm of current day 
closing price and natural logarithm of previous day closing price:  
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ܴ௧ ൌ ln	ሺ ௧ܻ

௧ܻିଵ
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Table 1 presents the descriptive statistics of the daily returns for the five 
investigated investment funds. It can be noticed that the returns are skewed and leptokurtic. 
The hypothesis that data is following a normal distribution is rejected for all equities, as 
given by the Jarque- Bera test results. All equities have a positive mean return.  
 
Table 1. Descriprive statistics 
Equity Sample 

size 
Mean Standard 

deviation 
Skewness Kurtosis Jarque-Bera 

SIF 1 1352 0.0946 3.2077 0.1802 4.1727 997,7* 
SIF2 1353 0.0752 3.2264 0.2385 4.5521 1191.9* 
SIF 3 1372 0.1053 3.3111 0.6811 7.5740 3460.8* 
SIF 4 1362 0.0987 2.9963 0.0860 4.9256 1369.4* 
SIF 5 1351 0.0924 3.1551 0.1243 4.1248 965.5* 

Note: * denotes statistical significance at 5%  

 

5. Results 
 

VaR is computed for each asset for a period of about two years, based on three 
years of historical data. Several approaches were used to compute the loss of each equity 
and also of the portfolio: normal VaR, historical, Cornish- Fisher but also based on the 
distribution of the returns, namely, were used the generalized hyperbolic distribution, 
Normal- Inverse Gaussian and asymmetric t-Student. 

The below plots present estimated VaR values through all considered methods at 
probability levels of 1% and 5%.  
 

 
Graph 1. 1% VaR estimates 
 

For SIF1, normal, historical and Cornish- Fisher VaR return similar values at a 1% 
level of probability while at 5% level of probability normal VaR return smaller looses that the 
other two methods. When the distribution of the standardized returns is considered, the 
estimated VaR values are close for all three distributions at the two considered levels of 
probability.  
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In the case of SIF2, at 1% probability, all methods return close VaR values while at 5% 
probability, the Cornish- Fisher method returns the highest looses.  
 

 
Graph 2. 5% VaR estimates 
 

Estimated VaR for SIF 3 at 1% level of probability returns the smallest values 
through the Cornish- Fisher method. At 5% level of probability all estimated VaR values are 
similar. Based on the distribution of the standardized returns, VaR values obtained are 
similar at 1% and 5% levels of probability. 

As in the case of SIF2 and SIF3, for SIF4, estimated VaR values for a 1% level of 
probability suggest higher looses through Cornish- Fisher method and the smallest ones 
through the normal method. For a level of probability of 5%, all methods return similar VaR 
values. 

For a 1% level of probability, normal VaR, historical and Cornish- Fisher returns 
different VaR values for SIF5, while all methods return similar values at a 5% level of 
probability. 

As mentioned by Brown (2008) that” Value-at-Risk is only as good as its backtest. 
When someone shows me a VaR number, I don’t ask how it is computed, I ask to see the 
backtest” the below table presents the results of the two backtests: Kupiec and 
Christoffersen. There are also included the expected number of losses greater than VaR 
based on the chosen probability and the actual number of looses greater than VaR. 
 
Table 2. Backtests results for normal VaR, historical and Cornish- Fisher 
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For normal VaR, Kupiec backtest rejects the hypothesis that the expected and actual 
number of looses are equal for a 5% level of probability while at 1% level of probability, 
Kupiec test fails to reject it. At 1% probability, the loss was overvalued for the equities SIF2 
and SIF5 when VaR was computed using the historical method. As it was the case for normal 
and historical VaR, for Cornish- Fisher VaR, the loss is overvalued at a probability of 5%. At 
1% level of probability only for SIF4 the expected number of cases of a greater loss than VaR 
was well estimated. 

Christoffersen backtest does not offer any additional information. In all cases when 
it was computed, it rejects the hypothesis that the number of days when the loss exceeded 
VaR was well estimated and these exceedences are independent of each other.  

 
Table 3. Backtests results based on generalized hyperbolic distribution, Normal- Inverse 

Gaussian and asymmetric t-Student 

 
According to Kupiec backtest, VaR estimated based on the distribution of the 

returns, gives proper estimations of the loss for SIF1, SIF3 and SIF4 at a probability of 1%. 
Table 4 presents the results of the backtests for the estimated loss of the portfolio of 

the five equally weighted equities. The best performance in estimating the loss of the 
portfolio is of the normal method, for which the loss excess situations are well estimated and 
are independent at 1%. Also, VaR computed through the historical method or based on the 
generalized hyperbolic distribution and Normal-Inverse Gaussian is well estimated at 1% 
probability, while VaR estimated through Cornish-Fisher method or based on asymmetric t-
Student distribution overestimates the loss. 
 
Table 4. Backtests for portfolio VaR 
Method 

 
P 
 

Expected 
 

Actual 
 

Kupiec 
p-value 

Cristoffersen 
p-value 

Normal 0.05 29 14 0 0 
  0.01 5 6 0.99 0.131 

Historical 0.05 29 16 0.004 0 
  0.01 5 2 0.057 - 

Cornish- 0.05 29 15 0.002 0.001 
 Fisher 0.01 5 1 0.011 - 
GHYD 0.05 29 17 0.008 0.007 

  0.01 5 2 0.057 - 
NIG 0.05 29 16 0.004 0.003 

  0.01 5 2 0.057 - 
T 0.05 29 18 0.015 0.002 
  0.01 5 1 0.01 - 
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The interest of the investors in a portfolio increases when the loss minimizes. Based 
on VaR estimations, it can be created a weighted portfolio such that the loss to be minimum. 
Graph 3 presents the estimated VaR values based on the distribution of the returns at 
different levels of probability.  Table 5 presents the weights of each equity in the portfolio 
such that the estimated VaR to be minimum at 1% and 5% levels of probability. Such a 
portfolio is an optimal one because it assumes the minimum risk of loss.  

 
Graph 3. Minimum loss portfolio VaR estimation at different levels of probability 

 
Table 5. Minimum risk portfolio weights 

Distribution p VaR     Weights     
    minimum SIF1 SIF2 SIF3 SIF4 SIF5 

GHYD 0.05 -0.027 0.16 0.18 0.19 0.27 0.20 
  0.01 -0.049 0.16 0.17 0.19 0.28 0.20 

NIG 0.05 -0.027 0.16 0.18 0.19 0.27 0.2 
  0.01 -0.05 0.16 0.17 0.19 0.27 0.21 
T 0.05 -0.027 0.16 0.18 0.19 0.27 0.2 
  0.01 -0.058 0.17 0.16 0.19 0.27 0.21 

 

6. Conclusions 
 

Value- at- Risk is one of the most used measures of risk management. This 
measure is widely accepted both in practice and theory because of the benefits it brings 
compared to the ease of the computation.  In this study is compared the performance of six 
methods used to compute VaR, where three of them take into consideration the distribution 
of the returns, other than normal distribution. The analysis is performed on five of the most 
important equities traded at Bucharest Stock Exchange and on their weighted portfolio.  

All methods used overestimated the loss by considering more days with higher 
looses than they actual were. This overreaction can be explained by the fact that the analysis 
period covered the years 2007-2008, when the market went through moments of severe 
instability and important looses.  

At a 5% probability, the backtests reject all the methods for estimating correctly the 
number of days with looses higher than VaR. Contrary to the expectation, at 1% level of 
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probability, the normal method works the best, as shown by the backtests, followed by the 
historical one and the methods based on the generalized hyperbolic distributions. The 
performance of the normal method under the considered period is because the events that 
take place in that period are the ones that influence VaR estimation and these years are 
characterized by frequent extreme values. A distribution like the generalized hyperbolic one, 
Normal- Inverse Gaussian or asymmetric t- Student catch in its tails these extreme values 
while the normal one does not and underestimates the loss. This is in the advantage of the 
normal method because the test period is characterized by less severe looses. 

When it was considered the portfolio of the five equally weighted Investment Funds, 
the best performance was of the historical method, normal and based on generalized 
hyperbolic distribution and Normal- Inverse Gaussian distribution at 1% level of probability. 
At a probability of 5%, all methods overestimate risk.   

Although the results revealed the performance of the normal distribution in VaR 
estimation, it brings into attention the sensibility of VaR to the events that take place in the 
analyzed period, which leads to over or underestimated looses.   

The analysis should be extended to a longer period of time and a wider portfolio in 
order to confirm the performance of the generalized hyperbolic distribution and the 
weakness of VaR to the chosen time period.  
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Abstract: 
The knowledge-based economy places great importance on the diffusion and use of 
information and knowledge as well as its creation. The determinants of success of enterprises, 
and of national economies as a whole, is ever more reliant upon their effectiveness in 
gathering and utilising knowledge. 
This paper is based on 2 different surveys, 4 years apart, on Romanian companies, addressing 
perception of knowledge based economy by local CEOs or entrepreneurs. It emphasize the 
changes in perception of this topic and the trends in this matter. 
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1. Introduction  
 

In the contemporary economy, learning and knowledge have become key success 
factors for both companies and national economies. Competition between firms and 
countries moved in large part from tangible resources to intangible ones.  In terms of the 
latter, elements such as knowledge and ability to use it (knowledge based economy and 
knowledge based management) are crucial.  

Knowledge becomes the basic resource of companies, the way they get power, 
prestige and wealth in the economy and modern society. Generation, acquisition and use of 
knowledge - to name just a few of the transformation of knowledge - are extremely 
important for sustainable economic, social and cultural development. This trend applies 
equally to individuals, organizations, institutions, companies, regions or states. 
 

2. Literature survey 
 

The concept of knowledge-based economy and its variants - "knowledge economy", 
"new economy" or "intangible economy" (Coyle, 1999) - is widely used and increasingly in a 
variety of contexts and with several meanings. We therefore consider it useful to present 
some considerations on the use of the term in the literature (Huang & Soete, 2007): 

Knowledge-based economy is linked to an extent rooted in what came to be seen 
as the key role of high-tech industry growth and competitive advantage. It is also due to the 
increasing application of information and communication technologies and the spread of 
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digital technologies in various different types of activity. So in other words, knowledge-based 
economy was initially addressed as the sum of high-tech and telecommunications industries. 
They remain an important component, but now knowledge-based economy is addressed 
more broadly and is seen as broader than simply overall high-tech and telecommunications 
industries. 

Most of the literature points to the difference between "knowledge" and 
"information" or between explicit and tacit knowledge (Lundvall  & Johnson, 1998). Without 
denying their importance, we believe that for knowledge based economy both types of 
knowledge are important, suffering various conversion processes. 

In other works (Ordoñez & Serrat, 2009) is the difference between knowledge 
found in natural products and therefore can be used or applied by others to add value in the 
production and knowledge built form of human capital. 

Process innovation, generation and in particular, application of knowledge to 
generate new products or services, also occupies a central place in the literature devoted to 
the knowledge economy. However, more recent work (Sissons, 2011) tends to address 
broader concept, addressing not only innovation. 

Spatial geographic knowledge based economy is also important, authors 
considering that networks and clusters are vital in generating and sharing various types of 
knowledge and innovation. This was reflected in such concepts as "regional innovation 
systems" or "learning regions", found mainly in United Kingdom, as generators of wealth. 
Other recent works (REKENE, 2011) have emphasized the importance of a wider 
geographical approach than the regional knowledge based economy. This includes 
knowledge workers and / or knowledge based activities and the role they can play in driving 
innovation and economic development at national level. Florida (2002) emphasizes the key 
role of "social class creative" in generating competitive advantage.  

A global knowledge-based economy creates simultaneously significant 
opportunities and threats for all countries, but especially for those who struggle to combat 
widespread poverty and create sustainable development, or those who are in transition from 
the centralized forms of economic organization to democratic forms. 

To create these opportunities and face the risks, a country must simultaneously 
provide three premises (Jones, 2002): 

• Set up a coherent, multi-dimensional national strategy, to build and support 
knowledge-based economy; 

• Develop this strategy in a participatory manner, using a broad-based support to 
include all major sectors of society including the private sector, education, 
scientists, civil society, media and others; 

• Implement a strategy to create knowledge-based economy in a sustained and 
persistent manner, carefully balancing priorities in the context of increasingly 
openness to the unpredictable and highly competitive global economy. 
There are four essential and interrelated components of any strategy to create a 

knowledge based economy (Ásgeirsdóttir, 2005): 
First: Creating a stimulating economic and institutional environment, to encourage 

widespread and efficient use of local and global knowledge in all sectors of the economy, 
fostering entrepreneurial spirit and enabling and supporting economic and social 
transformations generated by the knowledge revolution; 
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Two: Creating a society based on qualified, creative and flexible employees 
(Ceptureanu S., Ceptureanu E., 2010), offering opportunities for quality education and 
lifelong learning available to all, and a flexible and appropriate public and private funding; 

Three: Building a dynamic ICT infrastructure and ICT sector has a competitive and 
innovative solutions and services to promote information and communication available to 
the economy and society (Verboncu et al., 2009). These services will include not only "high 
end" products such as internet and mobile telephony, but also a wide range of 
communications services and other elements of a developed information society, such as 
radio, television and other media, computers and other devices for storing, processing and 
use of information. 

Four: Creating an efficient system of innovation including companies, research 
centers, universities, think tanks (Ceptureanu S., Ceptureanu E., 2010), facilitating access 
and use the growing stock of global knowledge, adapting it to local needs and using it to 
create new products and services. 

 

3. Research 
 

We followed two main topics during research: familiarity of the subject with KE and 
perception of KE. 
 
I. Familiarity of the subjects with KE 

According to the first survey, 45.37% of subjects responded that they are familiar 
with the concept, 35.39% said they were partly familiar and 19.24% have never heard of it. 
So, overall, the situation is favorable, more than 80% of investigated managers saying that 
they at least know the concept. 

In the latter research, the figures improved even more, with more than 93% of 
interviewed managers being more or less familiarized with KE. 

 

 
Figure 1. Familiarity with the concept of knowledge-based economy in Romanian 

companies  
Source: own research 
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Considering the age of companies, in the first research we found out that 
managers of companies established in the last 10 years are more familiar with the concept 
of knowledge based economy than those of older firms. By category, the percentage is 
highest among young (62.5%) and very young companies (59.48%), while the proportion of 
managers who have not heard of the knowledge economy is highest among mature ones 
(57.63%). This finding is not surprising, in that it was expected that young firms to be more 
connected and more willing to use opportunities generated by the new economy. The trend 
was observed in the latter research. The most important change was for mature companies 
(10 to 15 years old), where the percentage of familiarity with KE increased by 11,63% and 
partly familiarized by 17,67%. So, older companies become more aware of KE. 

 

 
Figure 2. Familiarity with the concept of knowledge-based economy in Romanian 

companies, by age 
 

Considering Romania’s development regions we found out during first research 
that firms localized in Bucharest are more familiar with knowledge-based economy (30.8%), 
followed by companies form Central Region and the North West Region, and while at the 
opposite side were companies from North East (15.9%) and South East Regions. The 
heterogeneity based on geographical situation is still present during the second research. 
There were regions like Bucharest and South were the percentage of companies familiarized 
to KE increased, while the percentage decreased in North East and West Regions. However, 
considering respondents partly familiarized to KE, overall the situation improved, South and 
South East regions performing best. 
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Figure 3. Familiarity with the concept of knowledge-based economy in Romanian 

companies, by Development Regions 
Source: own research 

 
By size of companies investigated, we concluded in the first research that knowledge based 
economy is known predominantly in small (53%) and medium companies (41.74%), while 
the most unfavorable situation is among micro companies (40.91% of surveyed managers 
stated that they did not know the concept). In large companies there is the highest 
percentage of respondents stating the notion of knowledge-based economy is known in part. 
These findings are validated by the fact that in knowledge based economy SMEs are 
advantaged by their organizational flexibility and adaptability, enabling them to cope better 
their customers’  requirements, on the one hand, and the type of business pursued by 
managers (predominantly service or trade), on the other hand. 

 
Figure 4. Familiarity with the concept of knowledge-based economy in Romanian 

companies, by size 
Source: own research 
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In the second research the trend was present, overall the situation improved. The 

highest percentages in familiarity with KE were registered in large and micro companies, but 
the concept was still best known in small (56,28%) and medium (47,22%) sized companies. 

Considering their legal form, in stock companies notion of knowledge-based 
economy is best known (67.39%), followed by other forms of organization with 43.33% and 
limited liability companies (40.6%). The situation is similar in the second research, with 
slightly different percentages among categories. Although it may seem a contradiction 
considering size criterion, where managers of small and micro firms were most aware of the 
concept, it is not the case because many small firms in sectors such as services and trade can 
be organized as stock companies. Weakest in terms of familiarity are limited liability 
companies with a share almost identical between those who know and have no idea (40.6% 
and 40.35%). 

 

 
Figure  5. Awareness of knowledge based economy in the investigated companies,  

by legal status 
Source: own research 

 
By industry, knowledge based economy is well known in services and 

manufacturing, with percentages exceeding 50%, and trade, with almost 50%, while in 
tourism, construction and especially transport is worst in this respect. Biggest changes occur 
in manufacturing and transportation four years later (considering partially familiarization), 
but tourism recorded highest percentage in terms of managers familiarized to KE. 
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Figure 6. Percentage of knowledge based economy awareness in the investigated 

companies, by industry 
Source: own research 

 
Finally, by ownership, surprisingly, state owned companies are more familiar with 

the concept (50%), higher than private firms (45.27%), but the result is influenced by the 
share of small firms in the sample state (2.18% of total). Four years later, situation was 
better for state companies, were more than 60% of investigated managers are familiarized 
with KE, while in private companies more managers are aware of KE, even though to a 
lesser extent. 

 

 
Figure 7. Awareness of the concept of knowledge-based economy in companies 

investigated, by ownership 
Source: own research 

 

0,00% 10,00% 20,00% 30,00% 40,00% 50,00% 60,00% 70,00% 80,00%

Manufacturing

Construction

Commerce

Tourism

Transportation

Services

2014 Partly 2014 No 2014 Yes 2011 Partly 2011 No 2011 Yes

0,00%

10,00%

20,00%

30,00%

40,00%

50,00%

60,00%

70,00%

state owned private owned state owned private owned

2011 2014

yes no partly



 
Quantitative Methods Inquires 

 
58

II. Perception of Romania's transition to knowledge based economy among 
Romanian managers 

 
Regarding Romanian companies’ managers perception of country's transition to 

knowledge-based economy, managers of more than half of the companies analyzed 
(56.44%) believe that this is an opportunity, one third perceive as a threat (35.39%), while 
8.17% have a neutral attitude. Four years later, more managers see KE as an opportunity, a 
clear evidence that the awareness level has increased and the advantages for companies are 
more evident. 
 

 
Figure  8. Perception of Romania's transition to knowledge economy 
Source: own research 

 
Considering the age of surveyed companies, the very young (79.74%) and young 

companies (65.91%) perceived the transition as an opportunity, while in mature and old 
firms is the other way around (56.73% for firms from 10  to 15 years old and 57.63% for 
firms older than 15 years). In the second research, the biggest change in this perception 
occurred for mature companies (10 to 15 years old), where percentage of those perceiving 
KE as an opportunity increased with more than 17%. Overall, for old companies KE is still 
perceived more as a threat, while in the others is seen as an opportunity. 
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Figure 9. Perception of Romania's transition to knowledge economy, by companies age 
Source: own research 

 
Considering development regions, the transition of Romania to the knowledge 

economy is seen as an opportunity for companies in absolutely all developing regions, with 
higher percentages in the South (87.50%), Southeast (87.23%), West (86.79%) and South 
Western (86.15%) regions, while higher proportions of distrust were found in Bucharest 
(26.85%) and North East (20.83%) Regions. The situation remains the same 4 years later, 
with small scale changes among regions. For instance, in Bucharest and South more 
companies are willing to capitalize on opportunities of KE (+4,67% and +2,61%, 
respectively), while companies in West Region are slightly more reluctant (-1,31%). 

 
Figure 10. Perception of Romania's transition to knowledge-based economy, on 

development regions 
Source: own research 
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By size class, managers of large companies see the transition as generating 
opportunities (80.65%), while medium-sized companies are facing the most striking negative 
attitude (22.61%). However, for the same medium sized firms our research reveals a strong 
segmentation between the two approaches - opportunity or threat, undecided percentage is 
below 1%, while for managers of small firms we find the highest percentage of neutral 
attitude (18.61%). The situation roughly remains the same four years later. 

 

 
Figure 11. Perception of Romania's transition to knowledge economy, by size of surveyed 

companies 
Source: own research 

 

4. Conclusions 
 

Knowledge based economy is a concept known for most of Romanian companies’ 
managers or entrepreneurs, a trend intensified 4 years later. By the age of the surveyed 
companies we found that managers of companies established in the last 10 years are more 
familiar with the concept than those of older firms. In the Bucharest Development Region we 
found out that firms are most familiar with the concept of knowledge-based economy 
followed by the North Central Region and Western Region. In the last 4 years, South Region 
is increasingly catching up.By size, predominantly small (53%) and medium companies 
(41.74%) are familiar with the concept. By legal form, in joint stock companies’ knowledge-
based economy is best known, followed by other forms of legal form (GP, partnership, etc.) 
and limited liability companies. 

Considering industry, the concept is best known in services and industry, but in the 
last years tourism and especially transport are improving their situation. By ownership, state 
owned companies are more familiar with the concept than private firms. In terms of 
perception of our country's transition to knowledge-based economy, managers of most of 
the investigated companies believe that this is an opportunity, and the trend is favorable in 
this respect. By age, in very young and young companies transition was perceived as an 
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pace. By Development regions, our country's transition to knowledge-based economy is seen 
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as an opportunity to absolutely all developing regions. By size class, managers of large 
companies see the transition as generating opportunities while medium-sized companies are 
facing the most striking negative. 
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Abstract: 
The present paper approaches the issue of identifying the most suitable position of a 
distribution point in order to make it attractive and accessible to most “power centers” (sources 
of potential buyers, donors, etc.), starting from the gravitational model used in Physics. Our 
study took into account Railly’s formula into which an additional variable was introduced, 
namely, the land price in the area at a certain distance from the power centers. The results 
present deviations from the calculated distances according to Railly’s formula, in the sense that 
they get closer to the minimum price area. 

Key words: gravitational model; attraction; distribution center; distance; land price 
 

 

1. Introduction  
 

In order to start or develop a business, the current practice is to first take into 
account the potential of the space area where it is destined to lie by analyzing together the 
data related to the respective area and the type of commercial activity (the industry which 
the investment is destined to). Certainly, the analysis must deal with parameters related to 
population (unemployment, wage levels, etc.), weather conditions, infrastructure and so on. 
For the purpose of being more efficient we choose to focus on the starting condition, 
namely, the one related to the space area in which the business is to develop. Throughout 
this paper we aim to demonstrate that one way to reach optimum results regarding this issue 
is by appealing the experience demonstrated in Physics.  

Following experiments based on bodies being attracted towards the earth surface, 
Physics demonstrated that all bodies attract each other with a certain force. In the case of 
small bodies usually used in experiments, the reciprocal attraction based on gravitation is so 
reduced that very sensitive instruments are necessary. On the contrary, the action of 
gravitation on big bodies is extremely high especially if one of the bodies is Earth, a 
particular case of the universal attraction phenomena (Newton 1687).  
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2. Variables and relationships in attraction process 
 
The gravitational model proves to be a very productive approach in solving certain 

regional trade, industry and logistics problems. According to it, the interaction intensity 
between two entities is determined by their dimension or importance as well as by the 
distance between them. We consider that the dimension of population migration from place i 
to place j can be represented as a function of the population in each of the two places and 
the distance between them. Of course, other factors such as economic development, labor 
market, problems related to communication in each of the two locations, etc. are considered 
not to interfere. A general representation of the gravitational model is:  

  

Iij =  
∙ೕ

ഀ∙
ഁ

ೕ
ം   (1) 

 
where:  Iij = the size of the interaction between positions i and j  

A = the constant     
P = a variable such as population (number of inhabitants) or income  
D = distance between i and j; 
α, β, γ = parameters  

 
A different variant of the gravitational model (Railly 1958) includes the same 

factors, namely, population and distance, having the following formula:  
 



 =  ಲ
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∙ ቀ

ಳ
ಲ
ቁ
ଶ
  (2) 

																										 
where:  aA = attraction to A 

aB =	attraction	to	B.  
PA = population of A 
PB =	population	of	B  
  = distance from the new store to Aܦ
DB = distance from the new store to B 

 

An equal attraction to the store of the population in A and of the B one respectively 
implies that the ratio on the left side of the equality (2) will be equal to 1, so that: 

 

  1 = ಲ
ಳ
∙ ቀ

ಳ
ಲ
ቁ
ଶ
	  (3) 

 
We make use of the gravitational model by introducing the attraction oriented 

towards the distribution point (store, retail shop, donation center, meeting place, etc.) at a 
distance which would make it accessible (attractive) to as more power centers as possible. All 
throughout the analysis we name power centers the sources of people likely to acquire, 
donate, show themselves, etc. In our following application we quantify attractiveness in 
relation to distance and to the number of potential clients (population).  

The relation Railly put forward approaches attractiveness from the perspective of 
the distribution unit owner, focusing on his / her interest to gain access to several markets. 
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In our case, we particularly wish to attract as many clients as possible on two market 
represented by two urban centers different in terms of the level of population. Regarding this 
model, we notice that the presence of several variables is obvious, such as each city’s 
attraction, the distance to the distribution point, the city size in terms of population. 
However, their number has been drastically reduced by introducing the condition of being 
equally attractive, therefore, in ratio equal to 1. Furthermore, in case the distance between 
the towns is known, it is sufficient to determine the distance to the distribution point from 
one of the two localities. Therefore, the existence of only one unknown (noted by x), namely 
the distance between one of the localities and the new store, has lead to reducing the model 
to only one equation. The fact that attraction is directly proportional with the population of 
the respective town and inversely proportional with the distance is according to reality.  

 

3. Application 
 
In the first variant of the application we choose to take into account the latter 

relation (3) in order to solve the concrete problem of the company PROFILO-METAL Prodcom 
Ltd., a buliding materials store located in Ploiesti.  The owners plan to move and extend their 
activity in an optimum way to other urban areas, especially towards Bucharest. As follows, in 
such a location the so called new store will be situated.  

Starting from the company’s needs, which were communicated to us by the 
administration, we shall start our analysis by placing the new store somewhere between 
Ploiesti and Bucharest so that it is attractive to both centers.  

As follows, we take into account the statistics of the last census published on 
www.recensamantromania.ro: PA = 197,522 inhabitants, PB = 1,677,985 inhabitants; as well 
as the data recorded on the website www.distantarutiera.eu related to the distance between 
cities A and B: D = 60.8 km. In order to calculate the distance to Ploiesti necessary for 
determining the optimum location of the new store, we note:  D'A = x, respectively D'B = D – 
x.  

In equality (3), if we replace ܦ = x and  ܦ= D – x, the possiblility to obtain the 
optimum distance x results as follows: 

 

  x = 
ට

ುಲ
ುಳ

ଵାට
ುಲ
ುಳ

   (4) 

 

Therefore, we have:  x = 
.଼	ට

భవళ,ఱమమ
భ,లళళ,వఴఱ

ଵା	ට
భవళ,ఱమమ
భ,లళళ,వఴఱ

 = 15.53 km 

 
Accordingly, the optimum location of the new store is 15.53 km from Ploieşti and 

45.27 km from Bucharest.  
In the same way, we apply the same method to the other important cities close to 

Ploieşti, namely,  Targoviste, Brasov, Buzau si Slobozia. The data are gathered in the table 
below:  
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Table 1. Descriptive information 

  
City Distance to Ploiesti (km) Population 

Optimum location from Ploiesti 
(km) 

1 Bucharest 60.80 1,677,985 15.53 
2 Targoviste 49.40 73,964 30.65 
3 Brasov 110.00 227,961 53.03 
4 Buzau 74.50 108,384 42.80 
5 Slobozia 124.00 43,061 84.53 

 
As a result of the analysis, it can be noticed that the optimum location of the new 

store is closer to the town with less population according as the ratio of the two towns 
population increases.   

 

4. Land price and adjusted optimal distance 
 
As follows, we aim to extend the analysis by including additional factors. 

Concretely, we shall introduce the land price in the area lying at determined distance (x) and 
the minimum price of the land between the two analyzed localities. This time too, 
attractiveness is obviously approached from the perspective of the distribution unit owner. 
The result is a certain distance (x’) which is sensitive to an additional important element, 
price. This can be the land price as such or rent, to which expenses (e.g. transport expenses) 
can also be added, an increasingly efficient solution being obtained in this way. 

Hypotheses:  
 Price (in the sense of rent) stands for a variable which increases the closer we get to 
each of the two towns 
 Price can be known, being minimum at a certain distance between the two towns 

ܦ)
ሺౣ	ሻ, ܦ

ሺౣ	ሻ) and presenting increase rates calculated as opposed to the minimum 

price, so that a symmetrical evolution can be noticed as we get closer to each of the 
two localities in focus  

 
For example, we can identify a minimum price area on the axis Ploiesti – Bucharest, 

at a distance	ܦ
ሺౣ	ሻ, not necessarily in central position. Our proposal is to include the 

variable into the calculus as a coefficient multiplying the determinate distance (x) from [4]. 
The coefficient is represented by the square root of the ratio between the land price situated 

at distance (x) to the minimum price if x is smaller than	ܦ
ሺౣ	ሻ, respectively the square root 

of such ratio if (x) is higher than 	ܦ
ሺౣ	ሻ.  

 
Therefore, the relation has the following form:  

x' = x ට
ೣ


 , if  x < ܦ

ሺౣ	ሻ (5)  

x' = x ඨ
ଵ
ೣ



	, if  x > ܦ
ሺౣ	ሻ (6) 

x' = x, if  x = ܦ
ሺౣ	ሻ (7) 

where:  
x = distance from [4] 
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px = price in the area at distance x; 
pmin = minimum land price on the axis between the localities in focus; 
x' = adjusted determined distance (in the sense of sensitivity to land price) 

 
The results obtained by using formulae (5) – (7) are presented in Table 2.  
 

Table 2. Computation outcomes 

 
Adjusted determined distances (x') (Table 2) present deviations from the initially 

calculated distances (x) in the sense that they get closer to the minimum price area.  
As expected, in the case in which the minimum price on the axis between the two 

localities in focus is the same with the price in the optimum area determined by calculation, 
then the adjusted determined distance (x’) is the same with the determined optimum 
distance (x). This is the case of the analysis in second position in the table, namely that for 
the axis Ploiesti-Targoviste.  

 

5. Concluding remarks 
 
Physics has been a continuous source of inspiration for economists in the last 

centuries and its recent developments open the door to new possible approaches in 
Economics. The formal side of Physics represents an example for Economics especially with 
regard to the search for constant values (coefficients) and the attempt to describe 
phenomena by means of ecquations, including  model ellaboration. Taking into account the 
particularities of each subdomain, economists took over the concepts and laws of Physics in 
view to analyze economic processes as accurately as possible.   

The analysis presented throughout the present article started from the gravitational 
model introducing attractiveness oriented towards the distribution unit (store, retail shop, 
donation center, meeting point, etc.) located at such a distance that would make it accessible 
(attractive) to as many power centers as possible. The results of the research point out that 
the optimum location of the store is closer to the town with less population according as the 
ratio of the two towns population increases.  

Following the introduction of the price variable for the areas analyzed on each of 
the axes, deviations from the initial results were obtained. The maximum deviation is 22,4% 
in the case of Ploiesti–Buzau route and the highest deviation axis between the minimum 
price and the average land price is 50%.  

 
  

  

Town 
Distance to 

Ploiesti 
(km) 

Population 

Optimal 
positioning 
from Ploiesti 

(km) (x) 

Land price at 
determined 

distance 

Minimum 
price 

Distance 
between 

Ploiesti and 
minimum price 

area 

Adjusted 
determined 

distance 
(km) (x') 

1 Bucharest 60,80 1.677.985 15,53 4 3 20 17,93 
2 Targoviste 49,40 73.964 30,65 2,5 2,5 30 30,65 
3 Brasov 110,00 227.961 53,03 7 6 40 49,10 
4 Buzau 74,50 108.384 42,80 3 2 60 52,42 
5 Slobozia 124,00 43.061 84,53 1,8 1,5 110 92,60 
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