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Abstract:

The paper analyses a moral hazard model with three states of nature. The model is
solved using as variables the informational rents and effort levels. Finally, we determine the
features of the optimal contracts in asymmetric information.

Key words: moral hazard; asymmetric information; informational rents; optimal contract

Despite 30 years of studies in economics of information, the effects of asymmetric
information on different markets are far to be complete known. In fact, this asymmetric
information constitutes the central point in economics of information and corresponds to the
situation where a contractual partner has more information or better information that the
other partner about the transaction characteristics. The economics of information
concentrates on studying the incentives to get some potential gains from having private
information in a transaction. The incentives are present in almost all economic activities:
there are incentives to work with high productivity, to produce good quality products,
incentives to study, incentives to invest or to save money.

A different part of economics of information corresponds to moral hazard models.
This type of models analyses the economic agents’ behavior when acting on different
markets: labor market, financial markets, insurance markets, agriculture contracting etc. The
macroeconomic literature about the problem of efficient wages correlated with the Agent’s
effort started with the papers of Solow and Salop (1979), Shapiro and Stiglitz (1984) and
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was later developed by Carmichael (1985), McLeod and Malcomson (1987), Saint-Paul
(1996), Krishnan (2007). Holmstrom and Tirole (1994) developed a credit rationing theory
based on moral hazard models. Dave and Kaestner (2009) analyzed the effects of pure ex-
ante moral hazard on health insurance market, and Duhnam (2003) proposed a moral
hazard model for the leasing market.

Recent research shows that the models became more and more complex, most of
them being mixed models with moral hazard, signaling or screening. Fudenberg and Tirole
(1990) proposed a mixed model where the Agent’s actual choice regarding the effort is an
endogenous adverse selection variable at the renegotiation stage and this aspect generates
inefficiency. This problem was partially solved by Matthews (1995) and Ma (1994). Page
(1991, 1997) presented a mixed model with moral hazard and adverse selection, and Jullien
and Salanie (2007) extended the moral hazard model for the situation where the Agent’s
risk aversion constitutes his private information, such that the model presents also an
adverse selection problem. Such approach was also used by Reichlin and Siconolfi (2004);
they generalized the pure adverse selection model of Rotschild and Stiglitz, including some
moral hazard variables. Mylovanov and Schmitz (2008) studied a two period moral hazard
model, where the Agents are risk neutral, with limited liability and three identical activities.

Introduction

The most used models of hazard moral are the models where the Principal doesn’t
have direct control on the Agent’s effort. There are also some models of hazard moral, not
so used in the literature — the Agent’s behavior constitutes hidden information either
because this behavior is not observable, or, even it is observable, the Principal can not know
exactly which is the best Agent’s decision regarding the level of effort. [2]

In the later situation (the second type of moral hazard), once the contract is signed,
the Agent gets information about the states of nature and knows which is the best choice
regarding the effort he exerts. This information is not observable or verifiable by the
Principal.

From this point of view, there are two types of hazard moral models:

- the models with an ex-ante participation constraint. In this type of models, the
Agent has a given expected utility when signing the contract, and, if he accepts the
Principal’s offer, he can not breach the contract in the future.

- the models with ex-post participation constraints (the number of constraints is
equal to the number of unknown or unpredicted situations), such that, the Agent gets an
expected utility which is always equal or greater than his reservation utility, for such
unpredicted situation.

We will analyze a model from the first type presented above (this model is not so
often discussed in the literature) with three states of nature. The structure of the paper is as
follows. Section 1 presents the model. In Section 2 we transform the model using a well
known concept in economics of information literature — informational rents. Section 3 studies
the optimal contract in the situation of asymmetric information and in the last part (Section
4) we present the features of the optimal contract and some concluding remarks.
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1. The model

We suppose that after signing the contract, the Agent observes (knows) the market
conditions — if these conditions are good or bad.

We denote by € the parameter that characterizes the market conditions, with

VA= {QG,HM ,HB}. A high level of this variable, 8 = 0°, indicates a favorable situation for

the business, while 0 = 8" corresponds to a medium situation (a medium state of nature)

and 0 =0° (bad situation of unfavorable situation on the market) implies some decisions
regarding the effort with a higher cost than the other ones. It is obvious then that
0° > 0" >6°.

We also suppose that the Agent will exert a total level of effort denoted by E, but this
effort level costs more when the market conditions are bad.

We consider that E = 8 + €, where the Agent’s decision regarding the effort level e
is costly, but @ doesn’t. The Agent will choose the costly effort e, with respect to the
information he gets from 4.

The Agent, after signing the contract, observes the true value of the variable &

(QB,GM or 6° ). The Principal observes the total decision E; because he cannot distinguish
between the market conditions, the Principal doesn’t know the effort level exerted by the
Agent. This means that the later could exerts a high level of effort or a medium or low level
of effort.

The Principal faces six types of incentives constraints (3 pairs of constraints), some of
them being local constraints (4 upward and downward incentive constraints), and the other
two constraints being global incentive constraints (one upward constraint and one downward
constraint).[2, 7]

The first type of constraints shows that the Agent does not pretend that the market
conditions are G (or M, or B) when the true conditions are M or B (or (G or B) or (G or M)).

The second type of constraints shows that the Agent does not announce that the
market conditions are M (or G, or B) when the true conditions correspond to the other types.

Subject to these constraints, the Principal will offer a menu of contracts

{(eG W ),(EM wM ),(EB,W B )}, where e and W represent the costly effort and the Agent’s
wage for each state of nature (favorable, medium or unfavorable), with 8° < 0" < 6°.

We consider that the respective probabilities of the three nature states are x°, M
and 7% (strictly positive), with 7% + 7™ + 7% =1.

If the Principal is risk neutral and the Agent is risk adverse, than - using the usual

notations - the mathematical model (P) for deriving the optimal contract in the situation of
asymmetric information is:

{(GWG)(M%)(BWB)}{”G[‘EG+‘96 —WG]+7rM[eM +oM —W“"]+7r3[e3+9B —WB]}
s.t. (1)

7 lUW ) -V eS|+ 2" UW M) -V(Ee")]+ 2B UW ) -V(Ee®)|zu ()

UWS)-V(®)>UW")-V(e" +o" —6%) (3)
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UW®)-V(E®)>UW?)-V(e®+6°-6°) (4)
PUW")-vEe")>uw?®)-Vv(e®+0° -0") (5)
Uuw")-ve")>Uw®)-v(e®+6°-6") (6)
UW?®) -vEe®)>uw")-ve" +o" -6°) (7)
UW®?)-V(Ee®)>UW©®)-V(e®+6°-6°) (8)
Remarks

The objective function maximizes the Principal’s expected net profit. The expression
e+ 6 —W represents the difference between the total revenue €+ @ (the equivalent of the
total effort € + & = E) and the wage received by the Agent (paid by the Principal) if the state
of nature is characterized by the parameter 6.

The constraints given by (3), (5) and (6), (7) are local constraints (upward and
downward constraints), and the constraints (4) and (8) are global constraints (one upward
constraint and one downward constraint).

The utility function U () characterizes the Agent’s risk aversion and has the following
properties: U '() >0 and U "(-) < 0 (strictly increasing and strictly concave).

The function V() represents the cost function of the effort (the effort disutility) and
has the following properties: V '() >0 and V "(-) > 0 (strictly increasing and strictly convex).
For example, the term V((-)B +0° -9" ) represents the cost of effort when the total effort is

E® =e® +0® and the state of nature is described by the parameter’s value oM .

The transformed model - using the variables: informational rents and
costly effort levels

Let US,UM U® be the Agent's utility levels obtained in each state of nature.

Therefore, we can express these informational rents as:
U®=UW?®)-V(e®)
Ut =uw")-ve")
U?=UW?®)-V(®)
We also consider the function f:R—>R,f(e)=V(e+Af)-V(e), with (for

simplicity and without any loss of generality) A@=0" —0® =0° —0" (the spread of
uncertainty on the market conditions).
Now, the constraints (3)-(8) become:

U >u"+feM-a0 (9)
UC>U®B+ f(e® —AfQ)+ f(e® —2A06) (10)
UM >U® + f(e® -A0) (11)

UM >U® - f(e°) (12)




:]mlnunl

F

;m;ﬁnnn Quantitative Methods Inquires
METHODS

ut>uM—fe") (13)
UP>U® - f(e®)-f(®+A6) (14)

These new constraints are easy to derive. For example, the constraint (10) is a
transformation of the relation (4), as we can see below:

US=UW®)-V(e®)2UW"®)-V(e®+6°-6°) =
=UW?®)-V(e®)+V(e®)-V(e® —AQ)+V (e’ —AO) -V (e —2A0) =
=U®+f(e®-A0)+ f(e® -2A0)

Or, the constraint (14) (the global downward constraint) is a transformation of (8), as
we can see below:

UB=UW?)-V(Ee®)2UW®)-V(e®+6°-6°)=
=UW®)-V(€e®)+V(e®)-V(e® +A0)+V (e® +A0) -V (e® +2A0) =

—UW®)-V(e®) -V (e® +A0) -V (e®)]-V(e® + A0 +A0) -V (e® +A0)|=
—U® - f(e®)- f(e® +2A0)

We must note, for the following propositions, that the function f() has the
properties:

i) f(e)>0

i) f'(e)>0,Ve.

These features are easy derived using the effort cost function.

Proposition 1. If the set of feasible solutions of the program (P) is nonempty, then the
following inequalities are satisfied:

i)e®+0°>eM+0M >eb +0°;
iyWe>W" >w?8,

Proof
i) We use the local upward and downward constraints. Summing up the relations (9)
and (12) we get:

U®+U" >UM+ f(e" -A0)+U° - f(e°)
or:
f(e®)> f(e" —AH)
From the properties of the function f () it follows that:
e®>e" —0°+0" ore®+6°>e" +0"
Next, from the constraints (11) and (13), by summing up we get:

UM +UB>U®%+ f(e® —AQ)+UM — f(e")
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or:
feM)> fe®-A0)
Using the monotonicity of the function f (), the later inequality yields to:

eM >ef —AG=e® —0OM +0° or e™ + O™ >e® + 05,

The condition €% +6° >e™ +0" >e® +0° represents the implementability
condition (or monotonicity constraint) for the second best contracts (in the situation of
asymmetric information).

ii) Now, using the constraint from (3) and the implementability condition we obtain:
UW®)-UW" )=V @e®)-V(Ee" +6" -6%)>0
Then, U(WG)ZU(\NM ) andso W& >WM .
From (5) we get:
UW™)-UWB)=>V(Ee")-V(e® +6% -6")>0
It is obvious now that W™ >W ® .

To conclude, we can state that W& >W™ >W B,
The optimal contract in the situation of asymmetric information

Coming back to our settings from Section 1, we are now interested in solving the
incentive problem (P). To simplify the analysis and find the relevant binding constraints we
proceed as follows. First, we ignore for the moment the local and global downward incentive
constraints given by (6), (7) si (8). It is almost obvious that the most efficient types would
want to lie upward and claim that they are less efficient. Second, in the final step we check
ex post that the incentive constraints are indeed not binding (nonrelevant) and are satisfied
by the optimal solution.

We need first to proof the following proposition.

Proposition 2. The global upward constraint (4) is implied by the two local upward
constraints (3) and (5), when the monotonicity constraint holds.

Proof
To show this result, we use the constraints (9) and (11), which are equivalent with the
constraints (3) and (5) and were obtained using the change of variables.

Suppose that the following inequalities
U®>uUM+ fe™ -A0)
and
UM >U® + f(e® -A0)

are satisfied.
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Summing up the above two relations we get:
UC+UM>UM +UB + f(e™ —A0)+ f(e® —A0)
or
UC>U%+fe™-A0)+f(e®-AH).
It easy to show that f(e" —AQ)+ f(e® —AO)> f(e® —AO)+ f(e® —2A0).
This is because e" —A@>e® —2A0 or e" >e® —(O" -0°)=e®-0" +6° or

e +0M >e® +60° . This last expression corresponds exactly to the implementability
condition, assumed to be true

With this simplification of the Principal’s program, the only remaining relevant
constraints are (2), (3) and (5).
The corresponding Kuhn-Tucker multipliers for the constraints (2), (3) and (5) are

denoted by , 4 and u . Therefore, the Lagrange function it is written as:

L(e® W, e" WM e® W8 a4, ) = 78(e® +6° ~WC )+ 2" (" + 6" —~W" )+
+ 788 +6° -WB)+a{rtUW®) -V Ee®) |+ 2" uwM)-v(e")|+
+ 2P lUWB) -V (e®)]-ul+ AU W)=V (Ee®)-UW")+V (M + 6" —0°%)|+
+uUWMy VM) -UWB)+V(e® +0° —6M)]

The first order (the optimality conditions) Kuhn-Tucker conditions are:

G
oL 0=~

ae_G_ (G):CUZ'G'FJ, (]5)

oL " V'eM +6M -6°%)

e =0T e T AT e e

B N B_ M

aLB:O:> fTB :cmB—,uV e +,6’B o) (17)

oe Vie”) ViEe®)
G

a\?\I/_G =O:$:aﬁe+l (18)
M

a\i/LM :Ozm:aﬂ"\ﬂ —/1+,u (19)
B

GLB:(): il —=ar’ —u (20)

oW U'w?)

Proposition 3. The participation constraint (2) and the local upward constraints (3) and (5)
are binding at the optimum.

Proof
Adding up the relations (18)-(20) :
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G M B
T v T

G + M + B
U'Ww=) U'w™) U'Wws)

From this it results that @ >0 and so the ex-ante participation constraint is binding.

—alr®+72" +7%)=a.

Therefore, we get:

7 UWe) -V (E®)|+ 2" uw™)-vEe") |+ 2B uw B -Ved)|=u @)

Next, we analyze the optimal value of the two variables (l,y) and we consider the
following cases:
Case 1. A = =0. This is not an interesting situation, since it corresponds to the case of

symmetric information.
Case 2. £t=0and 1 >0
The first order conditions from (18), (19) and (20) yield to the inequality:

7© ;G—a =A>0 and so a<;e.
U'W?>) U'W?=)

In the same way we also obtain o > U— and @ =

We can write then:

1M< 1B< 1G
U'w™) U'w® U'Ww")

result W >W ® from Proposition 1.

or WE >WB8 >WM but this contradicts the

Case 3. £>0and 1 =0

Using the same relations as above we obtain:

1B< lG< 1M
U'w=) u'w=) u'wr)

orW® <W® <W™ being a contradiction of the result W® >W " from Proposition 1.

Case 4. The first three cases are not possible solutions. Therefore, the only possible
case corresponds to (4 >0 and x> 0). The immediate consequence is that the local

upward incentive constraints are binding. Another consequence follows: it is impossible that
the global upward incentive constraint to hold with equality (to be binding).

More, using the implementability condition and the previous results, we can state
that the downward incentive constraints hold strictly. We proof this statement in the next
proposition.

Proposition 4. If the multipliers 4 and x are strictly positive, then the following are true:
HyUM>U® - (e
Ut >uM—feEe")
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i UB>UC - f(e®)-f(e®+A0)

Proof
i) If >0 and g > 0, then the corresponding constraints are binding:

U®=UM+1fEe"-A0) andUM =U® + f(e® —A0).
Using the first equality we obtain:
UM =U®-fe" -A0)>U° - f(e°)
This is true due to the implementability condition €°>e™ —9° +6™ or

equivalently e >eV —AQ.

Remark:
More than it was shown, the constraint holds strictly, meaning that the Agent is not
interested to claim (to announce) the best state of nature when the true state is the medium

one.

M _ 0% + 0™, then from (3) or from the equivalent relation (9) we

Indeed, if e® =e
get WE =wW™.

From (16) and using (19) it results:

,EMM >ar™ - A+ u
Vi)
and so:
v'e"y<u'w™)
or

ViEeM)<U'W")=U'W°)=V'(e®)
Therefore, we have e <e®. But 60° >6" and this implies that
eM + 0™ <e® + 6%, which is a contradiction to €® =eM —9° + 9" .

The conclusion is immediate, U™ >U® — f(e°).

ii) The binding constraint (11) yields to:
Ut =uM-fe®-aA0)>U" —fe")
The latter inequality is true because we know from the implementability condition
that €M >e® —AO=e" -0" +0°.

We have already proved that the relations (i) and (ii) are satisfied. Summing up the
terms from the two sides we get:

UP>U®—f(e®)-fe")>U®—f(e®)-f(e®+A0)
where f(e®+A0)> f(e"), corresponding to the implementability condition

e® +0°>eM +0M ore® +A0>eM.




JOURNAL
OF

lnr':l“l;r“““ Quantitative Methods Inquires

METHODS

4. Conclusions

We derived in the last section the optimal solution of the Principal’s problem. We can now
summarize the characteristics of this optimal solution in the following theorem:

Theorem. The main features of the optimal contract in the situation of asymmetric
information are:

A. The Agent's expected utility is exactly the outside opportunity level of utility, U (the

reservation utility level).

B. If the market conditions corresponds to 0° (the most favorable situation), the contract is
Pareto-optimal, i.e.V'(€%) =U'(W ©). In this case, there is no distortion with respect to the

first best solution.

C. For the other two market conditions (states of nature), the contract is no longer Pareto-
optimal. In this case, the following relations are satisfied:

V'e")y<U'WM™) and V'(e®) <U'W?®).
Indeed, using the relations (16) and (19) and the above result 4 > 0 we get:
M V'(eM M _ G M
ﬁ—M=a7rM+,u—/1 G +0M 0 )5 ax™ +,u—/1=7[—M
Viee™) Viee") U'w™)
or V'(e")<u'w").
On the other hand, using (17), (20) and 4 > 0 we get:
7Z'B V! eB +eB _eM B
B ( ) > B _ﬂz%

U'W"=)

ar” —
V'(e?) V'(e?)

or V'(e®)<U'W?).

D. If the state of nature is 0°, the Agent gets positive informational rents with respect to the

states @™ and 6°. The Agent gets also a positive informational rent in the state 8" with

respect to the least favorable state of nature 0°.
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Abstract:

Partial Least Squared (PLS) regression is a model linking a dependent variable y to a set of X
(numerical or categorical) explanatory variables. It can be obtained as a series of simple and
multiple regressions of simple and multiple regressions. PLS is an alternative to classical
regression model when there are many variables or the variables are correlated. On the other
hand, an alternative method to regression in order to model data has been studied is called
Fuzzy Linear Regression (FLR). FLR is one of the modelling techniques based on fuzzy set
theory. It is applied to many diversified areas such as engineering, biology, finance and so on.
Development of FLR follows mainly two paths. One of which depends on improving the
parameter estimation methods. This enables to compute more reliable and more accurate
parameter estimation in fuzzy setting. Second of which is related to applying these methods to
data, which usually do not follow strict assumptions. The application point of view of FLR has
not been examined widely except outlier case. For example, it has not been widely examined
how FLR behaves under the multivariate case. To overcome such a problem in classic setting,
one of the methods that are practically useful is PLS. In this paper, FLR is examined based on
application point of view when it has several explanatory variables by adapting PLS.

Keywords : Fuzzy regression, partial least squares, fuzzy number
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1. Introduction

Fuzzy set theory (FST) was introduced by Zadeh (1978) in order to model uncertainty
in linguistic imprecision. Then, this theory draws attention in many diverse fields. One of the
easily applicable areas is the subject of modeling such as regression. FLR was first proposed
by Tanaka (1982). In the last three decades, FLR was studied by many researchers in terms
of improving parameter estimation. Although several researches have been conducted in
order to improve more reliable parameter estimations, the issues emerging from modeling
several explanatory variables with respect to application have not been widely examined in
FLR. Various methods such as PLS by Garthwaite (1994), Principal component analysis are
developed to overcome this issue in classic regression. In this paper, PLS is adapted to fuzzy
case when the dependent variable and independent variables are crisp.

To illustrate why FLR as an alternative modeling tool is employed, instead of using
classic regression, two data sets are employed. In the first data provided by Tanaka and Guo
(1999), which is called Houses Data, it is shown that the classic regression failed since some
variable that will be explained in Section 4 is inconsistent with the intuition. Tanaka and Guo
(1999) suggested that FLR can be used as an alternative technique to model price against
five explanatory variables. Then they used linear programming formulation, that will be
given in detail in Section 4, to estimate the fuzzy parameters of the independent variables in
the FLR model. However, it also fails since the value of some of the parameters are zero.
Therefore, the number of independent variables decreases in FLR when the motivation of
explaining the price with those variables is aimed . Hence, despite of the fact that FLR
suggested by Tanaka and Guo (1999) as an alternative modeling technique, it still has some
issues that should be resolved. For this purpose, a very useful technique called PLS is
employed to construct new variables that will used in FLR. PLS end up with one variable
which is a linear combination of five independent variables. Then, this new constructed
variable is used against the price to estimate FLR model. Following the similar steps in the
second data set, which is called Chocolate Data, we shown that the same problem has
existed. Therefore, the technique called PLS used in classic regression can be adapted to FLR
when the dependent and independent variables are crisp.

The rest of the paper is organized as follows. Sections 2 and 3 give a brief
description about Partial Least Squares Regression and fuzzy regression respectively. Section
4 gives a concrete example why classic regression fails and explains why fuzzy regression as
an alternative technique can be used when assumptions are violated and the functional
relationship is unknown. Section 5 gives details of the application of combining PLS and FLR.
The last section is the conclusions.

2, Partial Least Squares or Projection to Latent Structure

Partial Least Squares Regression (PLS-Regression) is a statistical method that bears
some relation to principal components regression; instead of finding hyperplanes of
maximum variance between the response and independent variables, it finds a linear
regression model by projecting the predicted variables and the observable variables to a
new space. Because both the X (explicative variables) and y (response variable) data are
projected to new spaces, the PLS family of methods are known as bilinear factor models.
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PLS-regression is particularly suited when the matrix of predictors has more variables than
observations, and when there is multicollinearity among X values. By contrast, standard
regression will fail in these cases. The goal of PLS regression is to predict y from X and to
describe their common structure. When y is a vector and X is full rank, this goal could be
accomplished using multiple regression. When the number of predictors is large compared
to the number of observations, X is likely to be singular and the regression approach is no
longer feasible (i.e., because of multicollinearity). Several approaches have been developed
to cope with this problem. One approach is to eliminate some predictors (e.g., using
stepwise or forward methods) another one, called Principal Component Regression, is to
perform a Principal Component Analysis (PCA) of the X matrix and then use the principal
components of X as regressors on y. The orthogonality of the principal components
overcomes the multicollinearity problem. But, the problem of choosing an optimum subset of
components remains. Different approaches had been proposed in the past to select the
optimal number of PCs (Valle et al, 1999): Akaike information criterion, minimum
description length, imbedded error function, cumulative percent variance, scree test on
residual percent variance, average eigenvalue, parallel analysis, autocorrelation, cross
validation based on the PRESS and R-ratio and variance of the reconstruction error.

Following one of the cited methods, it is possible to keep only a few of the first
components.

But they are chosen to explain X rather than y, and so, nothing guarantees that the
principal components, which "explain” X, are relevant fory.

By contrast, PLS regression searches for a set of components (called latent vectors)
that performs a simultaneous decomposition of X and y with the constraint that these
components explain as much as possible of the covariance between X and y. This step
generalizes PCA. It is followed by a regression step where the decomposition of X is used to
predict y. Simultaneous decomposition of predictors and dependent variables PLS regression
decomposes both X and y as a product of a common set of orthogonal factors and a set of
specific loadings. So, the independent variables are decomposed as TP’ where T and P are
the score and loadings matrices respectively with T'T=I with | being the identity matrix. By
analogy with PCA, T is called the score matrix, and P the loading matrix (in PLS regression
the loadings are not orthogonal). The columns of T are the latent vectors. When their
number is equal to the rank of X, they perform an exact decomposition of X.

2.1 PLS regression and covariance

The latent vectors could be chosen in a lot of different ways. In fact in the previous
formulation, any set of orthogonal vectors spanning the column space of X could be used to
play the role of T. In order to specify T, additional conditions are required. For PLS regression
this amounts to finding two sets of weights w and c in order to create (respectively) a linear
combination of the columns of X and y such that their covariance is maximum. Specifically,
the goal is to obtain a first pair of vectors t=Xw and u=Yc with the constraints that w'w =1,
t't=1 and t'u be maximal.

When the first latent vector is found, it is subtracted from both X and y and the
procedure is re-iterated until X becomes a null matrix.

The number of latent variables to be retained in the model can be selected according
to different tools. In cross-validation (Wold, 1975), the training data set is split into a number
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of subsets, say r. Initially, for a model comprising one latent variable, the first subset of data
is omitted and a PLS model is built on the remaining (r-1) subsets of data. The prediction
error sum of squares (PRESS) for the omitted subset of data is then computed and the
omitted subset restored. The procedure is repeated until every individual subset has been left
out once. The r individual PRESS’s are then summed to give the total PRESS. The procedure is
repeated for i={2,3,..., a} latent variables and a corresponding total PRESS is calculated.
The optimal number of latent variables is chosen to be that which minimizes the total PRESS.
A nice description of PLS Regression can be found in Tenenhaus (1998) and Camminatiello
(2006).

3. The review of fuzzy linear regression

Since the first FLR model proposed by Tanaka (1982), the fast growing literature has
followed two paths. One of which merely depends on developing new parameter estimation
methods which enable to compute less fuzzier and more useful parameter estimates. Some
of them mentioned are given in Soliman et.al. (2002), Toyoura et. al. (2004), Chang (2001),
Alex (2006), Ishibuchi and Nii (2001), Tran and Duckstein (2002). In general, these methods
can be categorized into two classes, which are called mathematical programming based
parameter estimation methods and fuzzy least squares method, respectively. Former ones
are those that are based on mathematical programming. Later ones are based on the
method proposed by Diamond (1988). Both aim to improve parameter estimates. Second of
which is based on application of the model. However, this aspect of FLR has not got much
attention. Generally speaking, the issues emerging from applications such as modelling
several explanatory variables, interactions among them have been avoided. FLR is a method
which is more suitable when one or more of the violations occur simultaneously, for
example, the assumption of linearity between dependent and independent variables may not
be observed, or instead of numeric data values, data related to one or more variables can
be described as words such as “bad” or “good” or there exists small data set which does not
satisfy the normality assumption. Under these circumstances, classic regression is observed
to fail. This situation is exemplified with a solid example in the next section.

Also, Kim et. al. (1996) investigated various circumstances where classic regression
excels fuzzy regression or vice versa.

Fuzzy linear regression model is generally given as follows:

A

Y =A+AX +AX, +..+AX, (3.1)

where Y~i, )Zi,Aj denotes fuzzy numbers which can be symmetric or asymmetric or

trapezoidal fuzzy numbers.

Symmetric or asymmetric or trapezoidal fuzzy numbers can be chosen based on
information which will be believed that it represents inherent uncertainty in FLR. For
example, it is believed that asymmetric fuzzy numbers represent uncertainty in parameters.
Then, the model

is constructed based on those numbers. As it can been seen, the expression in (3.1)
exhibits the generic case for FLR. The model given in (3.1) does not have error term since it is
included in the parameters of model. The special forms of model (3.1) can be written
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depending on the type of variables. The Table 1 summarizes the cases which should be used
in modeling.

Table 1: Type of variables

Y X \ A

Reel Reel Fuzzy
Fuzzy Reel Fuzzy
Fuzzy Fuzzy Fuzzy

Throughout the paper symmetric triangular fuzzy numbers are employed for the sake
of simplicity. Linear programming based method is used in order to estimate parameters.

4. Implementing fuzzy linear regression

The parameter estimation method used in this paper is based on the method proposed
by Tanaka (1982). For this purpose, the formula below is employed to estimate parameters
of FLR.

Min ¢! |X| = Min Zn:cjzm:‘xij‘
=0 =l
n

Y + (1= e x| =y, + (1 -h)e
j=0

j=0 (4.1)

D ax;—(1-h)>c ‘xij‘ <y, —(1-h)e,
j=0

c; 20, aeR,x,=1(0<h<1; Vi=12,..,m)

To illustrate why classic regression failed, we used a data set (Tanaka and Guo,
1999) whose name is House price which is given in Table 2.
Table 2: house price data

N y X, X, X3 X, X5
1 606 1 38,09 36,43 5 1
2 710 1 62,1 25,5 6 1
3 808 1 63,76 44,71 7 1
4 826 1 74,52 38,09 8 1
5 865 1 75,38 41,1 7 2
6 852 2 52,99 26,49 4 2
7 917 2 62,93 26,49 5 2
8 1031 2 72,04 33,12 6 3
9 1092 2 76,12 42,64 7 2
10 1203 2 90,26 43,06 7 2
11 1394 3 85,7 31,33 6 3
12 1420 3 95,27 27,64 6 3
13 1601 3 105,98 27,64 6 3
14 1632 3 79,25 66,81 6 3
15 1699 3 120,5 32,25 6 3
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The explanatory variables x,, X,, X;, X,and x; are quality of the construction material,
area of the first floor, area of the second floor, total number of rooms, number of Japanese
room, respectively. The response variable y is the price of houses whose last four digits are
dropped for the sake of simplicity.

When classic regression analysis is used, the model is obtained as follows:
y=-112.44+236.48x,+9.3568 x,+8.2294 x,-37.889 x,-17.253 x; (4.2)

It is observed that as the x, (total number of rooms) increases, y (price) decreases.
This is contradictory to common sense. Therefore, FLR can be substituted as an alternative
modeling approach. However, this also creates problems which should be addresses too.
The same data produce FLR as follows:

¥ = (45.167,37.634)x, +(5.833,0), +(4.786,0)x, (4.3)

Also, this model explains response variable using fewer variables although there is
no procedure available in FLR which can be used as variable selection method. Therefore,
when several explanatory variables exist in FLR, it should be expected that some problems
similar to those in regression or the problems related to FLR may emerge. To overcome these
kinds of problem, PLS is an alternative method that can also be used in FLR. In order to
illustrate the usage of PLS in FLR, a data set consisting of seven variables given in Table 3 are
used. Based on the results of PLS, just one variable (component) which can be written in the
form of other variables is obtained as combination of other variables. Then FLR is conducted
for this variable.

5. Implementing PLS into fuzzy linear regression

On consider the following data sample. The data consisting of the price, weight and
nutritional information was gathered for a number of chocolates commonly available in
Queensland stores. The data was gathered in April 2002 in Brisbane. There are 7 varieties
and 7 variables, plus the names of the chocolates are row names.

Table 3: Chocolates Data

N Unit.Price Size Energy Protein Fat Carbohydrate  Sodium
1 1,76 50 1970 3,1 27,2 53,2 75
2 2,56 45 2250 7,2 30,1 59,4 110
3 1,62 60 1890 4,7 19,5 67,9 160
4 2,56 50 2030 5,6 20,4 67,4 250
5 2,33 55 1623 2,2 9,2 73,3 90
6 2,58 60 1980 8,5 20,6 63,3 130
7 2,78 42.5 1970 5 20 69 148

As it can be seen in the previous section, FLR may fail if some of the explanatory
variables are correlated when independent and dependent variables are crisp. This situation
also creates problems for FLR. To overcome this kind of a problem, a method called PLS used
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in classic regression can also be used in FLR. The Chocolate Data consists of six independent
and one dependent variable. The dependent variable price is tried to be explained by
independent variables such as size, energy and so on. In this example, the classic regression
failed. Then FLR is run to estimate parameters but the similar situation observed in the
previous example is encountered. One of the frequently faced problems in classic regression
has appeared. It is called correlated explanatory variables. This problem is expected since
independent and dependent variables are crisp values. Then PLS is used to construct new
variables (components) to be used in FLR model. For our case, After running PLS, one
independent variable (component) is obtained which is denoted by X*.

When the linear programming formula is run for the data obtained after PLS, the resulting
fuzzy regression model is obtained as follows:

) =1(2.14,0.78)+ (4.27,1.12)X” (5.1)

where X* is the component which is a linear combination of the independent
variables after PLS is calculated.

The constant term of FLR is (2.14, 0.78) and the coefficient of X is (4.27, 1.12). These
are symmetric fuzzy numbers which can be written as (1.36, 2.92) and (3.15, 5.39). Suppose
that X*=0.25, then the predicted price is (2.14, 0.78)+(4.27, 1.12)0.25= (3.21, 1.06) is
obtained. This means that the price ranges between 2.15 and 4.27 when X*=0.25.

Instead of using correlated explanatory variables, the component, which is a linear
combination of six independent variables such as size, energy, protein, fat, carbohydrate,
and sodium, is used to estimate the price by using FLR.

6. Conclusion

When the assumptions related to classic regression are violated such as correlated
independent variables or correlated errors or other types of violations that can be found in
the literature, some type of remedies are suggested. When functional relationship is not
known in advance, FLR is introduced as an alternative method which helps model crisp/crisp
or crisp/fuzzy data. On the other hand, PLS is used for reducing number of independent
variables to obtain components. What it is observed in classic regression as problems is also
observed in FLR as well. Thus, the methods used for regression can be used for FLR. In this
paper, we use PLS for FLR. In the first data set which is house data set, first of all, parameter
estimates are calculated for regression model but there is contradiction between one of the
independent variable and dependent variable which is that when the number of rooms
increase, the price of house decreases. Also, the correct functional relationship between
dependent variable and independent variable is not know. Then, the parameters of FRL is
calculated. This model has three independent variables. However, FLR is more realistic than
classic regression. In the second data set which is called Chocolate Data, the similar problem
is encountered. We followed the similar steps to reach the final regression model since the
relationship between the dependent variable and the interdependent variables are
unknown. Therefore, this led to choose the FLR as an alternative modeling tool. Before
running FLR, PLS is employed to reduce the number of independent variables. Then based
on the reduced number of independent variable, which is one component consisting of
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linear combination of independent variables. Then we predicted FLR model using component
as an independent variable and the price as a dependent variable. Therefore, what model
suggested is that the component variable as a combination of independent variables
explains the price in the interval. As a further study, extending PLS method to be used for the
case of fuzzy/fuzzy is a subject which should be examined.
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Abstract:

This study is intended to investigate the connection between the complexity of a capital
market and the occurrence of dramatic decreases in transaction prices. The work hypothesis is
that such episodes, characterized by sudden and dramatic decreases in transaction prices
mostly occur in period of market inefficiency, when the level of complexity reaches a local
minimum. In this regard, we introduce a complexity estimator, through differential entropy.
The connection between the market complexity level and the appearance of extreme returns is
illustrated in a logistic regression model.

Key words: differential entropy; stock market crash; logistic regression
1. Introduction

The work hypothesis tested in this paper consists in the fact that the
phenomenon of capital market crashes is mostly manifested when the market registers a
significant decrease in the complexity level as against to the efficient market hypothesis.

The connection between a certain extent of complexity and the efficient market
hypothesis is quite obvious: if we assume an efficient market (weak form) then the price
of an asset which follows a random walk model, i.e. the series of returns is a white noise
process. From the quantitative measurements point of view, a white noise process is the
most complex process possible; on the contrary, if the efficient market hypothesis is not
respected, than the price is no longer a random walk process and consequently, the
market complexity level is lower.

For instance, if the price is purely deterministic process, completely predictable,
then we can speak of reaching a minimum complexity level; if however, the price is
purely random, completely unpredictable we can speak of a maximum complexity level.
Our study is intended to prove that episode such as stock market crashes, characterized
by sudden and dramatic decreases in transaction prices mostly occur in periods of
market inefficiency, when their complexity level reaches a local minimum level.
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Risso (2008) uses entropy as a complexity measurement in order to investigate
the hypothesis according to which stock market crashes are associated to low entropy
periods. The connection between information efficiency and stock market crashes is the
following: if the market is inefficient, thus the information not being reflected
instantaneously in prices there can be created trends in price evolution. However, when
information reaches investors, the price can resettle, leading to significant crashes.

2. Information entropy as a measure of complexity

Entropy is measure of complexity, having numerous applications in physics,
information theory, biology, medicine, and economics.
In its classical formulation, entropy can be defined in a discrete space.

), SO X
If we have a discrete random variable X, with the distribution X :( ! " ],

where p, =P(X =X;), 0<p, Slandz P, =1, then the Shannon information
i

entropy is defines as:

H(X)==_p;log, p;.

We notice that for a uniform distribution, we obtain the maximum value for

entropy: H(X)= —Z (1/n)log,(1/n)=1log, n; the minimum value is obtained for a

Xoven X,
distribution like X : , H(X)=0.

In other words, larger values of the entropy are obtained for situations with high
certainty, while smaller values are associated with low certainty situations.
The application in case of stock markets is immediate.

Let I, =p,— P, =logP, —logP,_, be the return associated to an asset and

Lr, >0
S, = a variable which defines the ,bull-bear” statuses.
0,r, <0
Then, for a certain period of time, we can define information entropy of a
sequence of O and 1: H=-plog, p—(1-p)log,(1-p),  where

p=P(s,=1)=1-P(s, =0).

3. The theoretical model of the connection between complexity and
stock exchange market crashes

Risso (2008) uses this measure of complexity to investigate the hypothesis
according to which stock exchange market crashes are associated especially to low
entropy periods.
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In fact, entropy can be looked upon as a measure of information efficiency in
capital markets: if the market is efficient in its weak form, then the price is a random
walk process, and bull and bear market situations are consequently equally probable. In
terms of information entropy, market efficiency is equivalent to the situation of maximum
entropy, of maximum complexity. On the contrary, situations characterized by ascendant
or descendant trends, situations when price predictability is hinted, are characterized by
a lower complexity level, and thus, a smaller entropy value.

In order to verify this hypothesis, we can estimate a logistic model:

log P(y =1) exp(f, + AH,)
1—P(y" =1) 1+exp(B, + BH,)

In the equation above, we have:

- y; = lfor the smallest 1% of the returns (y; ={l|r, <1, ,P(r,<r, )=0.01})

=, + B,H or equivalently, P(yt* =1)=

- H, Is market information entropy at moment t.

The issue that is imposed is how to measure information entropy. The methodology used
by Risso (2008) is the following:

Lr>0
- For a certain time interval T, we define the values S, ={ o , obtaining a

T <
succession of zeros and ones.

- We define a rolling window Vv <<T for which we compute the probability

pv = P(st = 1)
- The entropy for the entire time interval will then be
H=-p, log, p, —(1-p,)log,(1-p,). Also, the normalized Shannon entropy
H
can be computed as NH = .
log, n

Risso applies this methodology on various time intervals T and various
windows 1V, obtaining statistically significant results for stock market indices in Russia,
Japan, Mexico, Malaysia and the USA.

From our point of view, the methodology should be extended, considering the
fact that in the present stage we only take into account information contained in 0 and 1
sequences defined above, without return values for the analyzed period.

In other words, information entropy is computed on the discrete case, ignoring
the continuous nature of the distribution of returns.

In the followings, we propose a methodology which takes into account this
aspect.

4. Differential entropy

Unlike the case of a discrete random variable, the entropy of a continuous
random variable is much harder to quantify.

For instance, if X is a random variable with a density function of
f (X) probability, then we can define, by analogy with Shannon information entropy, the

differential entropy:
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H(f)= —I f(x)log, f(x)dx, where A is the support set for X.
A

Unfortunately, the differential entropy doesn’t have all the properties of Shannon
entropy: it can take negative values and moreover, is not invariant to linear
transformations on variables.

Moreover, there are difficulties when it comes to estimating differential entropy
in a sample.

We can define a naive estimator of differential entropy in the following manner
(Lorentz, 2009):

. . ih
- Let h>0. For any i, there is X; €[(i—1)h,ih) so that f(Xi)h=I(_ o f(x)dx . This
i
process transforms a continuous variable X into a discrete variable X, ,
with P(X,, = x,) = f(x)h.
- In the conditions above, we can define the entropy for X, as:
H(X,)= _Z f(x)hlog, (f(x)h) = _Z f(x)hlog, f(x)—log,h.
i i

- In the conditions above we can define the entropy for X, :

H(X,) == f(x)hlog,(f(x)h) == f(x)hlog, f(x)~log,h.

- We have: limH(Xh)zlém{—Z f(x,)hlog, f(Xi)}—limlogzh: H(f)+o.

h—0 h—0

Consequently, the naive estimator of differential entropy does not converge,
which can raise serious issues when h is close enough to 0.

Nonetheless, we can define the entropy of a function which fulfills certain
properties through a transformation called quantization (this process will constitute the
subject of a future study).

In reality, most of the times we don’t know the expression of the probability
density function, this being precisely the case of the series of returns on capital market.

On the other hand, we can estimate this density using a non-parametric
approach, such as the kernel density estimation (KDE).

In essence, KDE assumes the discretization of the continuous distribution and

then the estimation of a continuous density around each point X of the discretized

distribution.

I X=X
Thus, the KDE estimator has the shape f (X) = _hz K( . ' j .
nn =

In the previous expression, K is a real function, with the following properties:

) K(x)=0,vxeR.
i) K(X)=K(=x), ¥x e R.
R
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iv)

ij(x)dx = 0.

Such a function is called kernel and is usually chosen among the known probability
density functions. For instance, there are frequently used:

1
Uniform kernel: K(X) = 51(|x|<1) ;

3 2
Epanechnikov kernel: K(X) = Z(l —X )1(|x|< )

1 1 -
- i . K(X) = exp(——X7).
Gaussian kernel: K(X) \/Z p( 5 ),

Triangular kernel: K(X) = (1 B |X|)1(|X|<1)

In order to estimate the differential entropy, we estimate the probability density
function of returns, using Kernel Density Estimation(KDE).
Basically, our methodology assumes following the next steps:

- Let 1, be a return series for a time period T.

- We choose Nn=2"and estimate probability density function through the formula
above, obtaining the f(X)values fori=0,..,n—1.
- We estimate the differential entropy with the formula:

H(Xh):_z f(Xi)hlogz(f(Xi)h):_z f(x)hlog, f(x)-log,h,

whereh=1/n.
In the actual estimation of differential entropy, we considered a Gaussian kernel and

chose N =27 =128 (such that the smoothing factor h, is not very close to zero).

5. Results

In order to assess the level of complexity of Bucharest Stock Exchange, we estimated
the value of the differential entropy and those of normalized Shannon entropy for various
rolling-windows and sub-periods in the case of the daily BET returns in the period 1997-
2011 (January 312011 is the last value of the series).

Also, we have estimated the following model of logistic regression:

P(y, =D exp(f, + A H)
1-P(y, =1) 1+exp(B, + AH))
In the equation above we have:

-y, =1for the smallest 1% of returns (y, ={l|r, <1 ,P(r, <) =0.01}). In the case

log =By, + B H, or P(yt* =1)=

of BET index for the analyzed period, I’t* =-0.05516.

- H, is the information entropy of the market at moment t, measured successively

through the differential entropy previously defined and through the normalized
Shannon entropy.




JOURNAL

OF

3:"!;1"!;:!“““ Quantitative Methods Inquires
METHODS

Since we are in the situation of choosing one of more models, we will have to use a
performance indicator for the logistic regression model.

In general, such an indicator is defined by comparing the verosimility function of the
model with the verosimility function of the model which excludes the exogenous variable.

Thus we have, pseudo-R*>, a measurement of model performance (Nagelkerke,
1991):  R*> =1-exp{2[logL(M)—1logL(0)]/n}, where L(M)and L(0)are the
verosimility functions of the model with and without the exogenous variable.

This indicator cannot be interpreted as the weight of variance explained by the
model like in the case of classical regression.

If we rewrite the relation above —log(1—R?)=2[logL(M)—1logL(0)]/n it can be
interpreted as the information surplus brought by the exogenous variable.

Unfortunately, R”in the case of the logistic regression doesn’t reach the value 1 in
the perfect model either, which is why an adjustment has been proposed (Nagelkerke,
1991):

RZ, =R*/[1-exp(2log L(0)/n)].

Table 1. Adjusted R® for the two estimators of complexity

Normalized Shannon Entropy Differential Entropy
v=1l|v=2|v=3|lv=4|v=5|v=1|v=2|v=3|v=4|Vv=5
T=60 | 0.021 | 0.012 | 0.019 | 0.031 0.02 | 0.083 | 0.052 | 0.014 | 0.015 | 0.021
T=100 | 0.031 | 0.026 [ 0.035 | 0.036 [ 0.009 | 0.046 | 0.032 | 0.008 | 0.006 | 0.022
T=150 | 0.017 | 0.01 [ 0.015] 0.032 [ 0.009 | 0.028 [ 0.015 | 0.002 | 0.002 | 0.012
T=200 | 0.017 | 0.009 [ 0.013 | 0.022 [ 0.01 | 0.008 [ 0.003 | 0.00 | 0.00 | 0.005
T=240 | 0.001 | 0.001 | 0.004 | 0.011 | 0.007 | 0.001 0.00 | 0.001 | 0.002 | 0.00

As can be seen in the Rjdj values for the estimated logistic regression models,

the best performances are offered by the differential dntropy estimator, for T = 60 and
v=l.

The fact that the best results in the case of the BET index were obtained for
T =60, suggests that the Romanian market doesn’t present persistent memory in time,
the local temporal context being the predominant one.

Also, estimating complexity using the differential entropy of returns offers better
results than the classical Shannon entropy.
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Fig.1. Daily logreturns of BET Index Fig.2. Differential Entropy(T =60, v=1)
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The results of the optimal model estimations, for differential entropy, T = 60 and

v =1 are presented below.

Table 2. Logistic regression model for differential entropy with T =60 and v =1

Response Profile Model Fit Statistics

Ordered Total Intercept
Value Frequency Intercept and
1 32 Criterion Only | Covariates

2 3234 AIC 361.723 335.218
SC 367.814 347.400
-2 Log L 359.723 331.218

Testing Global Null Hypothesis: BETA=0
Test Chi-Square | DF| Pr > ChiSq
Likelihood Ratio 28.5054 1 <.0001

Max-
Score 41.6738 1 <.0001 rescaled
Wald 36.0161| 1 <.0001 RS

Analysis of Maximum Likelihood Estimates Odds Ratio Estimates

Wald Point 95% Wald
Standar Chi- Estimat | Confidence Limi
Paramete Estimat d| Squar| Pr > ChiS Effect e ts

r ol IS € 9| |Differenti | 0.043| 0.016| 0.121
Intercept 23.545| 4.6265| 25.901 <.0001 al Entropy
8 6

Differenti -3.1368| 0.5227)| 36.016 <.0001
al Entropy 1

Association of Predicted Probabilities and Hosmer and Lemeshow
Observed Responses Goodness-of-Fit Test

Percent Concordant 70.8 | Somers' D | 0.500 Chi-Square DF| Pr > ChiSq
Percent Discordant 20.8 | Gamma 0.547 8.6280 8 0.3746
Percent Tied 8.4 | Tau-a 0.010
Pairs 103488 |¢c 0.750

From analyzing the estimation results, we can observe that entropy has a
negative influence on the probability of stock market crashes. In fact, an increase of one
unit in entropy leads to a decrease of approximately 95% of the chances of crash
appearance.

Considering all other indicators which verify the significance of the regression
model, we conclude that it is possible to use the differential entropy behavior to
anticipate a possible crash.
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To illustrate the previous statement, we have studied the behavior of entropy
around the main crashes of BET.

Table 3. The main crashes at Bucharest Stock Exchange
Date Logreturn

1/7/2009 | -0.13117

3/28/2005 | -0.11902

5/25/2010 | -0.11612

10/10/2008 | -0.10454
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After analyzing the entropy behavior before crash incidence we can observe that
such an event is preceded by an entropy local minimum, but the transmission is not
instantaneous. This can also be an effect of the Romanian market efficiency deviation from
the efficient market hypothesis.
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6. Conclusions

Capital market information efficiency is a subject intensely debated in the last few
years, especially due to the present economic and financial crisis. The connection between
capital market efficiency and the predictability of stock market crashes can be illustrated
through a complexity measurement, starting from the hypothesis that large decrease
episodes in the price of an asset precisely exploit a certain context of efficiency weakening.

In this study, we have analyzed the connection between capital market complexity
and stock market crash predictability using the differential entropy of returns as
measurement of complexity. The results of the estimated model show that this measurement
of complexity generates better results than the classical estimator of Shannon entropy, as it
makes it possible to go from a discrete estimator of entropy to a continuous one.

The analysis performed in the case of BET index of Bucharest Stock Exchange has led
to the conclusion that the main depreciations of BET have been preceded by episodes of
dramatic decreases in the entropy level. In this respect, the entropy behavior can be
constituted in a early warning system on the possible negative evolutions of the capital
market.

Unfortunately, this method has certain limits, because the entropy differential
estimator does not have the required convergence properties.

The natural development of this study is taking into consideration an entropy
estimator which considers the continuous nature of returns and has the optimality properties.
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Abstract:

This paper explores the link which is often neglected in the literature between the industrial
structure and the aggregate economic growth in emerging economies (EE) that are
implementing an openness trade policy. Based on the Schumpeterian technological paradigm
concept, we show the relevance of the technology adoption hypothesis rather than the
innovation hypothesis in an EE’s context. We develop an endogenous deterministic growth model
for small open economies in which domestic agents adopt technology incorporated in equipment
import. Through the model, we prove that equipment import, technological externalities, and the
fall in relative prices are the sources of openness growth effects. In this paper we determine
endogeneously the minimal efficiency threshold of entry and exit dynamics in the domestic
industrial structure within an endogenous growth framework. We show that the consumption
goods diversity improves the growth rate of consumption and welfare by its negative action on
the surviving firms monopoly power. We argue that for intermediate goods, the agents
heterogeneity is negatively correlated with stationary state growth rate. From an economic policy
point of view, it would be recommended to intervene by improving the performance of the
domestic firms before implementing the trade openness policy, and after its implementation by
controlling the markets to avoid the monopolistic structure that is negatively correlated with
economic growth at the aggregate level.

Key words: Technology Adoption; Heterogeneous Agents; Monopolistic competition;
Efficiency Threshold; Entry-Exit Dynamics

I. Introduction

The link between trade openness and economic growth has been reviewed in the
literature based upon two types of research work. The first studies the link between trade
openness and the growth rate of per capita GDP as illustrated in the endogenous growth
models which allow to establish the transmission channels of trade policy dynamic effects as
argued in Baldwin (1998), Romer and Batiz (1991), and Martin and Barro (1995). These
channels result in the spread of various forms of technology and in types of externalities,
international capital flows, prices adjustment, and adequate macroeconomic policies.! But
these models retain the restrictive assumption of homogeneous agents behaviors in a perfect
market final goods context. Consequently, a symmetric equilibrium may be achieved. The
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results obtained from these models in there majority indicate the positive effect of trade
opppenness on GDP and its growth. But the extent of this effect and its relevance remain
mainly dependent on homogeneous agents assumption and thus on symmetric equilibrium.
However, the behavior of agents is indeed not identical for at least two reasons. First, the
industrial and technological strategies carried out separately by the agents are to give place
to product differentiation (Chamberlin, 1933).2 Second, the non-uniform costs undergone by
firms lead to specialization (Stigler, 1949). In this context, each agent positions herself as a
monopoly of her own innovation. A monopolistic structure is established and a symmetric
equilibrium is then evacuated from the analysis.

The second type of studies, initiated more recently by Bernard et al. (2000), Melitz
(2002), and Yeaple (2002), emphasize the microeconomic bond between the exporting firms
and their productivity. Within this analysis framework, J. Bradford et al. (2003) explore the
productivity evolution in industry resulting from the firms reallocation in response to changes
in the trade costs (i.e, tariffs and costs of transport). Others treated the structure of the
market endogenously, namely, Katja (2006) for space endogenous location, and Mazzeo
(2002), for endogenous quality choice. However, they did not treat economic growth. Finally,
Holmey (2003) is interested in an evaluation of the standard Dixit-Stigliz model when the
asymmetry is taken into account. However this second type researchers were not interested
in economic growth at the aggregate level.?

We will retain the assumption of heterogeneity to analyze the market structure,
and to describe the entry and exit agents dynamics. This dynamics is determined by the
efficiency, profitability and competitiveness of the various agents operating in such a
heterogeneous structure (Montagna, 1995).

The trade openness makes it possible for the EEs to take advantage of the volume
of imported equipment goods as well as the technology which they incorporate. The
structure of their industry will then be modified and efficiency conditions will be imposed on
the economic agents. In fact, diversified products and competition in terms of efficiency
between the agents will characterize their industrial structures.

It would be then interesting to adapt this approach of heterogeneous agents to the
problems of endogenous growth in an open EE which chooses trade liberalization. In this
paper we study the effects of diversified equipment goods import on industry structure in EE
imitating foreign technology and on their economic growth. For the industry entry-exit
dynamics and heterogeneity effects on growth, we use a framework for an economy witch
has two sectors. The intermediate good sector has imported goods together with foregone
output to produce the large number of durable goods that are available for use in final
goods production at any time. We adopt the hypothesis of all intermediate goods being
imported. This hypothesis may be questionable when we consider all the developing
countries. But for the Middle East countries in specific, the weight of domestic equipments is
negligible compared to that of imported equipment. This assumption is not unrealistic when
technological innovation is taken in the sense of Schumpeter as presented in the previous
section®. Our analysis separates the case of consumption goods diversity and imitated goods
diversity so that a simple model is established for each.

Essentially, our idea is to investigate the following issues: Is there a relationship
between the degree of agents heterogeneity and their individual efficiency? What are the
consequences on the efficiency threshold necessary for the access to industry, and what are
the effects on the economic growth rate in a stationary state?




JOURNAL

OF

:ﬁﬂﬁ'“““ Quantitative Methods Inquires
METHODS

This paper is organized as follows: In the second section, we show that the
assumption of technology adoption is more realistic compared to its innovation in some
LDC'’s. The third section is devoted to the study of a stationary state equilibrium in the case
of the consumer goods variety. We should note that in our formulation heterogeneity of
agents is not considered in intermediate production sector. The fourth section introduces
heterogeneity into the sector of imitation of the technology incorporated in the imported
intermediate goods. Sensitivity analysis by numerical simulations will be carried out at the
end of each section. The last section concludes the paper findings and suggests
recommendations of economic policy for the EEs.

Il. Imitation Versus Innovation of Technology in EEs

The imitation assumption of foreign technology is more suitable than that of
technological innovation in developing countries. This is due to two main reasons. The first is
related to the technology concept and the second may be explained by the huge innovation
costs.

First, technology paradigm according to Schumpeter means a succession of stages.
Each one is defined by processes leading to the innovation. These stages start by rising a
new question related to the limits charged to the present technology. The answer to this
question results in a technological patent generating revenue. Next, this patent is
implemented by a new tool giving its producer a monopoly rent. Once this new tool is
standardized by the externalities which it generates, competition on its market is no longer
monopolistic. To avoid losing its monopolistic position and thus its rent, the innovator starts
another technological paradigm. The technological innovation results in the means leading
to lower cost or at least the same level of output. In reality, they are modern organisational
forms, sophisticated tools, and differentiated products. Grossman and Helpmann (1991)
show that the differentiation of inputs (which results in technological progress) prevents the
decrease of their marginal productivity.

It is in this context of technological paradigms that Schumpeter as well as the
pioneer authors of the endogenous growth (Romer, 1986 and 1987) justify the innovation
mainly by the revenue which it allows. Aghion and Howitt (1992) introduce the concept of the
creative destruction through anticipations that the innovator formulates in connection with
the future standardization of technology.

It is with a view to keep its monopolistic power and thus its revenue that the
innovator launches on the market his new technology before it is standardized. In addition,
one should note that this production of technology depends basically on material and social
conditions of  knowledge production. Furthermore, the compliance with intellectual
copyrights suggests that human capital accumulation requires the distinction between the
“lab equipment model” and the “knowledge driven model”. The first supposes the
combination between the physical capital and preliminary knowledge (initial human capital
endowments), while the second supposes the combination between the various types of
available knowledge (Barro, 1996, and Romer and Batiz, 1991).

In this way, the technology production according to Schumpeter becomes a very
difficult task to achieve in EEs because of the absence of a knowledge production sector as
well as social conditions for the implementation of the technological paradigms. The foreign
technology transfer in EEs should not therefore be intended as a simple transfer of its output
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only (technological product, sophisticated equipment, etc.). According to Schumpter, that
should be equivalent to a transfer of the whole process allowing technology production and
as was the case of a very reduced number of countries in the world, that benefited from this
type of transfer (for example Japan).

The second reason in favour of the technology imitation in EEs is the huge cost
which it generates (Easterly, King, Levine and Rebelo, 1994) and the divergence in growth
rates that it would be likely to generate, as shown in Barro and Batiz (1995) with reference to
the catch-up argument. Through a model of technology diffusion based on imitation, Barro
and Batiz (1995) show that the relatively low cost of imitation implies that the followers grow
relatively quickly and tend to catch up the leaders.

We should add that trade liberalization in the developing countries targets the
externalities generated by the technology incorporated in imported equipment. In what
follows we keep the assumption of technology imitation rather than its innovation for somme
LDC'’s specific context. In this paper we deveop two models. The first considers the variety of
goods and agents heterogenity only in the final goods sector. The second takes into account
the heterogenity of agents only in imitated-intermediate goods sector.

I11. Final good varieties, agents heterogeneity, and economic growth

We begin with the case where heterogeneity of agents in imitation sector is not
considered. Suppose that each agent produces only one final good. The production
technology is described according to the following CES function:

S [ T e

where, Yt is the final good,Bis a productivity parameter, X, (])denotes the input (j)

imported at time t, such as j € [0, A], and T+ is the volume of homogenous labor

assumed constant. A is an indicator of horizontal differentiation of the inputs x(j), ¥ <1 and
0 <a <1

A
Imported capital varieties are given byJ-X(j)dj . In this economy, income Y, is allocated
0

between final consumption, investment in the adoption of technology denoted by — = A,

A .
and the import of intermediate goods [X(j)dj . As mentioned above, we refer to technology
0

as the differentiation of product which is defined similarly as in Grossman and Helpmann
(1991). This can be explained by horizontal diversity of the imported equipment goods X, ( ]).
A constant share 12 of output is devoted to the financing of technology adoption:
l—a
etmm|[vod]” @
The producer maximizes profit 7 and the resulting necessary condition of
equilibrium is given by:
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dn 1-a o ¥ 1+ y:. —_ 4
" ELE || x) g T‘; -Eg)=0  (¥)

where FF0Y and P are the prices of the final and the impoted goods, respectively. From

the symmetry assumption, &,x{) = x.and Py =Puvieln, -4-), the producer
equilibrium condition gives the following demand function:

F:E = tl mﬁﬁmﬂ r x-ﬂ-—ﬁﬁ—:l. (4)
where time subscripts are omitted whenever no ambiguity results.
It follows that,

1
P
x= . - 4= )

:L-ﬁ’. &
[(1 )P BLEA I

From (4) we may get the equation of output I’ for a fixed employment to the unit:*

FQLQII-‘

=] - 1z ga [P )
¥ =0 - adsteas Py, 5
_G-aX1-)
& is the elasticity of output to the varieties of imported goods. It is
inversely related to the share of imported equipment goods in income®.
In this model heterogeneity is due to non-uniformity of costs which are specific to each type
of product. We therefore consider a monopolistic structure of the consumer goods market

where competition is based on costs.
The representative consumer maximizes the following intertemporal utility

function Y= on an infinite time horizon,

1-f _
e[ ewi Zlar (@

where C+ is a composite consumer good defined by:

. Zm:! (W ©-
The intertemporal utility function (6) becomes then as follows:

=g
W ol (s = =1
v.=] o X | SWAE e
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M is the number of varieties of consumption goods, C; denotes the consumption of
good i, p is the discount rate, @ is the risk aversion parameter, and € is an intra-temporal

substitution parameter. Since labor supply is constant it will not be introduced in the utility
function because inter-temporal arbitrage between leisure and consumption is beyond the
scope of this paper, and also because aggregate and per capita growth rates of consumption
are identical.

The general price index P may be expressed by:
1
1 1=a

M
P= [%Zi‘«;l 1 (7-1)

We suppose that accumulation is financed by households savings. To estabilish the
equilibrium conditions in a stationary state we maximize (6) subject to the following
accumulation constraint:

d=wl+ra-FC (=)

Equation (8) describes the dynamic budgetary constraint of houshold. The economic

agent owns financial assets @ and labor L- Assets yield a rate of return r while labor is paid
the wage rate w. Then the total income received by houshold is the sum of asset and labor

income, T&+ WL
Each houshold uses the income that she does not consume to accumulate more

¢

m A .
assets, ™~ fa?e. Equation (8) shows that investment - and saving (the difference between

labor and asset revenues ¥L + & | and consumption exenditure, < ) are equal. Debt is not
considered in the model.

The solution to this optimization program is carried out in two stages. We begin with
the determination of the static optimal demand functions and how they are related, and then
we compute the growth rate of control variables in a stationary state.

A. Stationary state equilibrium

In order to show just the effect of diversity consumption goods on welfear we
assume perfect competition. The stationary state is defined where the control and state
variables in the system (7)-(8) change at the same constant rate (the proof is in Appendix A-
1). The static demands (demand functions) are determined as follows:

Fy (=)

Equation (9) shows that the demand for each variety i depends negatively on the
number of varieties M and positively on the consumption expenditure E. In addition, due to
substitution between the goods the demand for each variety depends positively on the
relative price of the composite good (P,/P). To determine the stationary state equilibrium in
the second step we initially remove the heterogeneity assumption of agents and we only keep
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the assumption of diversity of consumer goods. Heterogeneity will be introduced later in the
paper.
In order to isolate the effect of diversity of products on the growth rate we assume

that the marginal costs are identical for all firms (V, =V for any i €[1,M]). Later we relax this
assumption and we introduce the asymmetry of equilibrium (v, # v; Vi#j) for the purpose
of analytical comparisons.

In the symmetric equilibrium case the prices of various consumer goods Ci become
equal and the goods enter the function of utility symmetrically, and the consumption
quantities of each variety are identical:

P = P*

i

€
E.',. C-—E|¥§EN|H]

The growth rate of homogeneous Ci in a stationary state may be written as follows:

C, 1 1-6-e M
o 6{ —p+(— )—} (10)

1
We substitute the interest rate = Y/J A in (10) and we obtain the growth rate expression

for a fixed labor level to unity, £+ = L =1, in a stationary state given by:

[ 1 L2 (1-g-d)
1—’=§[crﬁ‘ﬁ'-ﬂ— ﬂlri*"'(Fj&) LA fl'l (11)

where y,, = M is the growth rate of differentiated consumer goods’.

Equation (11) shows that when (@+ €) is less (more) than one the change of

consumer goods differentiation M /M has a positive (negative) effect on the growth rate of
consumption. The sign of this effect depends on the preference parameters. We study this
sign with simulation experiments in the next section.

According to Equation (11) when the consumer goods are perfect substitutes e=1,

diversity is no longer relevant. lts evolution y,, will not affect the growth rate of the

stationary state. When these goods are perfectly complementary (e=0) the effect of their

diversity on the growth rate is maximum for a given elasticity of intertemporal substitution &.
In fact, following Grossman and Helpman (1991) diversity of goods in the consumption
basket avoids the fall of marginal utility and improves the consumer surplus. In this case
when the number of varieties increases, the growth rate of per capita consumption and
consequently the growth rate of per capita income both increase.

Equation (11) is important because it shows also that if domestic agents make an
effort to differentiate their final goods and an effort to adopt imported technology their
growth rate and welfare will improve. This happens due to the role of the adopted foreign
technology in growth. Therefore, trade openness leads to a decrease in relative prices of
imported goods and thus contributes positively to growth and better resource allocation
through a growing volume of equipment goods, as argued in De Long and Summers (1991)
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and Tai and Klenow (2002). In fact, not only trade liberalization decreases price distortions, it
may also trigger higher growth rate stemed from the lower relative prices of equipment
goods and the spread of technology expressed here by the diversity of imported equipements.
These positive dynamic effects of trade openness policy are shown in the following equation,
including a reduction of the rate of customs duty 7 which is referred to as a proxy of trade
openness policy:

1=
L- = (1—8—¢)
+—

1 i Ao &
r=glesst -+ (Fp) — - | (12)

Set o=l, we obtain :

“F (1-6-9

1 L ﬂF (=)
y—ﬁﬂﬁ'—ﬂ—ﬂxi-bﬂ ) (!Ff) + . ¥ —p| (12—a)

Equation (12-a) shows that trade openness policy results in a decrease ofr and

0
impies a higher growth rate (i.e. a—}/-<0). This type of result is established within the
T
framework of a consumption goods market where producers are homogeneous. We are turn

to the case of heterogeneous producers.

B. Agents heterogeneity, entry-exit dynamics, and industrial efficiency
threshold in industry

Heterogeneity allows us to analyze the industry structure, to describe the suppliers
behavior, and to establish the conditions of exit and entry in industry. Each firm i has a

variable specific cost per unit producedVj and a constant cost K:  which is identical to all
firms for a given industrial activity. The constant cost is the expenditure in physical and
human or financial capital which is necessary to enter the industry. The quantity and the
quality of K- account for the specificity of the industrial activity that each agent targets. The

irreversible cost £ is then the first necessary condition for the firm to be considered as
“potential candidate” to access the industry. We show in what follows that the industry cost
structure plays a key role for the demand of each variety of consumer goods by its action on
the prices and the number of varieties.

Let TC define the total cost,

IC =K. +wl;: (13)

where Yi is the specific output produced by agent i such as i€ [1, M]. The fixed cost K=
involves the need for specialization in a particular product (Stigler, 1949). Thus it can partially
explain the heterogeneous structure of the production in industry once the final output is
produced. This heterogeneous structure gives necessarily place to a framework of imperfect
competition analysis. For a cost function given by (13), let ¥: = £ for any given M | then the
mark-up price of the monopoly denoted by R is given by:

R ="—Ei (14)
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Since the marginal cost ¥: is specific to each firm, it follows that for a given market
structure there is an asymmetric equilibrium that results in as many prices, quantities and
profits, as products.?

Within a monopolistic structure and the given the characteristics of costs, only the
most efficient firms will survive in the industry and there will be no long term profit. Agents
will to decide to enter the market according to the expected profit which in turn is non
predictable and follows a stochatic process generated by the variable costs. These costs vary
in the interval [1-0,14+0]. The limit values of this interval are indicative of the firm's
technological heterogeneity degree. In other words, the degree of heterogeneity of the firms
increases with higher values of 0. When 0=0 we go back to the case where all firms are
homogeneous.

Faced with given values of cost opportunity r, a firm that has already incurred the
fixed-cost equipement in imitation will choose a level of output to maximize its revenue mins
cost at every date,

The profit for firm i , for a given price i is given by:
wy = Bl —wl — Ko (15)

We focus the analysis on the partial equilibrium where the opportunity cost r is
given for each firm.” As usually, equilibrium production in equation (15) is obtained by
taking into account labor and capital cost. For now, this is all we need to study the effect of
consumer goods diversity on growth.

Substitute the expression of I: from equation (14) in equation (15), and use equation (9) to
obtain:

m=nfF -k, (16)
t /EM)FiE_Eﬁ,-E'E—'

where T = a- EJ(%)-‘ﬁ and € % 1

It is clear that the profit of firm i decreases with the number of varieties M and with
the variable costs, and it increases with the general prices index P. Hence, the higher the
price index, the more tempted the firm will be