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Abstract:  
This study is intended to investigate the connection between the complexity of a capital 

market and the occurrence of dramatic decreases in transaction prices. The work hypothesis is 
that such episodes, characterized by sudden and dramatic decreases in transaction prices 
mostly occur in period of market inefficiency, when the level of complexity reaches a local 
minimum. In this regard, we introduce a complexity estimator, through differential entropy. 
The connection between the market complexity level and the appearance of extreme returns is 
illustrated in a logistic regression model. 
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1. Introduction 
 

The work hypothesis tested in this paper consists in the fact that the 
phenomenon of capital market crashes is mostly manifested when the market registers a 
significant decrease in the complexity level as against to the efficient market hypothesis. 

The connection between a certain extent of complexity and the efficient market 
hypothesis is quite obvious: if we assume an efficient market (weak form) then the price 
of an asset which follows a random walk model, i.e. the series of returns is a white noise 
process. From the quantitative measurements point of view, a white noise process is the 
most complex process possible; on the contrary, if the efficient market hypothesis is not 
respected, than the price is no longer a random walk process and consequently, the 
market complexity level is lower. 

For instance, if the price is purely deterministic process, completely predictable, 
then we can speak of reaching a minimum complexity level; if however, the price is 
purely random, completely unpredictable we can speak of a maximum complexity level. 
Our study is intended to prove that episode such as stock market crashes, characterized 
by sudden and dramatic decreases in transaction prices mostly occur in periods of 
market inefficiency, when their complexity level reaches a local minimum level. 
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Risso (2008) uses entropy as a complexity measurement in order to investigate 
the hypothesis according to which stock market crashes are associated to low entropy 
periods. The connection between information efficiency and stock market crashes is the 
following: if the market is inefficient, thus the information not being reflected 
instantaneously in prices there can be created trends in price evolution. However, when 
information reaches investors, the price can resettle, leading to significant crashes.  

 
 

2. Information entropy as a measure of complexity 
 

Entropy is measure of complexity, having numerous applications in physics, 
information theory, biology, medicine, and economics. 

In its classical formulation, entropy can be defined in a discrete space. 

If we have a discrete random variable X, with the distribution 
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In other words, larger values of the entropy are obtained for situations with high 
certainty, while smaller values are associated with low certainty situations. 

The application in case of stock markets is immediate. 

Let 11 loglog   ttttt PPppr be the return associated to an asset and 
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s a variable which defines the „bull-bear” statuses. 

Then, for a certain period of time, we can define information entropy of a 

sequence of 0 and 1: )1(log)1(log 22 ppppH  , where 

)0(1)1(  tt sPsPp . 

 
 

3. The theoretical model of the connection between complexity and 
stock exchange market crashes 
 

Risso (2008) uses this measure of complexity to investigate the hypothesis 
according to which stock exchange market crashes are associated especially to low 
entropy periods. 
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In fact, entropy can be looked upon as a measure of information efficiency in 
capital markets: if the market is efficient in its weak form, then the price is a random 
walk process, and bull and bear market situations are consequently equally probable. In 
terms of information entropy, market efficiency is equivalent to the situation of maximum 
entropy, of maximum complexity. On the contrary, situations characterized by ascendant 
or descendant trends, situations when price predictability is hinted, are characterized by 
a lower complexity level, and thus, a smaller entropy value. 

In order to verify this hypothesis, we can estimate a logistic model: 
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In the equation above, we have: 

- 1* ty for the smallest 1% of the returns ( }01.0)(,|1{ ***  ttttt rrPrry ) 

- tH  Is market information entropy at moment t. 

The issue that is imposed is how to measure information entropy. The methodology used 
by Risso (2008) is the following: 

- For a certain time interval T, we define the values

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s , obtaining a 

succession of zeros and ones. 

- We define a rolling window T for which we compute the probability 

)1(  tsPp  

- The entropy for the entire time interval will then be 

)1(log)1(log 22  ppppH  . Also, the normalized Shannon entropy 

can be computed as 
n

H
NH

2log
 . 

Risso applies this methodology on various time intervals T and various 
windows , obtaining statistically significant results for stock market indices in Russia, 

Japan, Mexico, Malaysia and the USA. 
From our point of view, the methodology should be extended, considering the 

fact that in the present stage we only take into account information contained in 0 and 1 
sequences defined above, without return values for the analyzed period. 

In other words, information entropy is computed on the discrete case, ignoring 
the continuous nature of the distribution of returns. 

In the followings, we propose a methodology which takes into account this 
aspect. 
 

4. Differential entropy 
 

Unlike the case of a discrete random variable, the entropy of a continuous 
random variable is much harder to quantify. 

For instance, if X is a random variable with a density function of 

)(xf probability, then we can define, by analogy with Shannon information entropy, the 

differential entropy: 
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
A

dxxfxffH )(log)()( 2 , where A is the support set for X. 

Unfortunately, the differential entropy doesn’t have all the properties of Shannon 
entropy: it can take negative values and moreover, is not invariant to linear 
transformations on variables. 

Moreover, there are difficulties when it comes to estimating differential entropy 
in a sample. 

We can define a naïve estimator of differential entropy in the following manner 
(Lorentz, 2009): 

- Let h>0. For any i, there is ),)1[( ihhixi   so that  
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Consequently, the naïve estimator of differential entropy does not converge, 
which can raise serious issues when h is close enough to 0. 

Nonetheless, we can define the entropy of a function which fulfills certain 
properties through a transformation called quantization (this process will constitute the 
subject of a future study). 

In reality, most of the times we don’t know the expression of the probability 
density function, this being precisely the case of the series of returns on capital market. 

On the other hand, we can estimate this density using a non-parametric 
approach, such as the kernel density estimation (KDE). 

In essence, KDE assumes the discretization of the continuous distribution and 

then the estimation of a continuous density around each point ix of the discretized 

distribution. 

Thus, the KDE estimator has the shape 
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In the previous expression, K is a real function, with the following properties: 
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iv) .0)( 
R

dxxxK  

Such a function is called kernel and is usually chosen among the known probability 
density functions. For instance, there are frequently used: 

- Uniform kernel: )1(2

1
)(  xxK 1 ; 

- Epanechnikov kernel: )1(
2 )1(

4

3
)(  xxxK 1 ; 

- Gaussian kernel: )
2

1
exp(

2

1
)( 2xxK 


; 

- Triangular kernel: )1()1()(  xxxK 1  

In order to estimate the differential entropy, we estimate the probability density 
function of returns, using Kernel Density Estimation(KDE). 

Basically, our methodology assumes following the next steps: 

- Let tr  be a return series for a time period T. 

- We choose kn 2 and estimate probability density function through the formula 

above, obtaining the )( ixf values for 1,..,0  ni . 

- We estimate the differential entropy with the formula: 

hxfhxfhxfhxfXH
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ii
i

iih 222 log)(log)())((log)()(   , 

where nh /1 . 
In the actual estimation of differential entropy, we considered a Gaussian kernel and 

chose 12827 n (such that the smoothing factor h, is not very close to zero). 

 

5. Results 
 

In order to assess the level of complexity of Bucharest Stock Exchange, we estimated 
the value of the differential entropy and those of normalized Shannon entropy for various 
rolling-windows and sub-periods in the case of the daily BET returns in the period 1997-
2011 (January 31st 2011 is the last value of the series). 

Also, we have estimated the following model of logistic regression: 
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In the equation above we have: 

- 1* ty for the smallest 1% of returns ( }01.0)(,|1{ ***  ttttt rrPrry ). In the case 

of BET index for the analyzed period, 05516.0* tr . 

- tH  is the information entropy of the market at moment t, measured successively 

through the differential entropy previously defined and through the normalized 
Shannon entropy. 
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Since we are in the situation of choosing one of more models, we will have to use a 
performance indicator for the logistic regression model. 

In general, such an indicator is defined by comparing the verosimility function of the 
model with the verosimility function of the model which excludes the exogenous variable. 

Thus we have, pseudo- 2R , a measurement of model performance (Nagelkerke, 

1991): }/)]0(log)([log2exp{12 nLMLR  , where )(ML and )0(L are the 

verosimility functions of the model with and without the exogenous variable. 
This indicator cannot be interpreted as the weight of variance explained by the 

model like in the case of classical regression. 

If we rewrite the relation above nLMLR /)]0(log)([log2)1log( 2   it can be 

interpreted as the information surplus brought by the exogenous variable. 

Unfortunately, 2R in the case of the logistic regression doesn’t reach the value 1 in 
the perfect model either, which is why an adjustment has been proposed (Nagelkerke, 
1991): 

)]/)0(log2exp(1/[22 nLRRadj  . 

Table 1. Adjusted 2R  for the two estimators of complexity 

  Normalized Shannon Entropy Differential Entropy 

            

T=60 0.021 0.012 0.019 0.031 0.02 0.083 0.052 0.014 0.015 0.021 

T=100 0.031 0.026 0.035 0.036 0.009 0.046 0.032 0.008 0.006 0.022 

T=150 0.017 0.01 0.015 0.032 0.009 0.028 0.015 0.002 0.002 0.012 

T=200 0.017 0.009 0.013 0.022 0.01 0.008 0.003 0.00 0.00 0.005 

T=240 0.001 0.001 0.004 0.011 0.007 0.001 0.00 0.001 0.002 0.00 

As can be seen in the 2
adjR values for the estimated logistic regression models, 

the best performances are offered by the differential dntropy estimator, for 60T and 

1 . 

The fact that the best results in the case of the BET index were obtained for 

60T , suggests that the Romanian market doesn’t present persistent memory in time, 

the local temporal context being the predominant one. 
Also, estimating complexity using the differential entropy of returns offers better 

results than the classical Shannon entropy. 
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Fig.1. Daily logreturns of BET Index Fig.2. Differential Entropy( 60T , 1 ) 

1 2 3 4 5 1 2 3 4 5
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The results of the optimal model estimations, for differential entropy, 60T and 

1 are presented below. 

 

Table 2. Logistic regression model for differential entropy with 60T  and 1  

Response Profile 

Ordered 
Value ty  

Total 
Frequency 

1 1 32 

2 0 3234 
 

Model Fit Statistics 

Criterion 
Intercept 

Only 

Intercept 
and 

Covariates 

AIC 361.723 335.218 

SC 367.814 347.400 

-2 Log L 359.723 331.218 
 

Testing Global Null Hypothesis: BETA=0 

Test Chi-Square DF Pr > ChiSq 

Likelihood Ratio 28.5054 1 <.0001 

Score 41.6738 1 <.0001 

Wald 36.0161 1 <.0001 
 

 

 

R-
Square 

0.0087 Max-
rescaled 
R-Square 

0.0833 

 

 

Analysis of Maximum Likelihood Estimates 

Paramete
r 

D
F 

Estimat
e 

Standar
d 

Error 

Wald 
Chi-

Squar
e 

Pr > ChiS
q 

Intercept 1 23.545
8 

4.6265 25.901
6 

<.0001 

Differenti
al Entropy 

1 -3.1368 0.5227 36.016
1 

<.0001 

 

 

Odds Ratio Estimates 

Effect 

Point 
Estimat

e 

95% Wald 
Confidence Limi

ts 

Differenti
al Entropy 

0.043 0.016 0.121 

 

 

Association of Predicted Probabilities and 
Observed Responses 

Percent Concordant 70.8 Somers' D 0.500 

Percent Discordant 20.8 Gamma 0.547 

Percent Tied 8.4 Tau-a 0.010 

Pairs 103488 c 0.750 
 

 

Hosmer and Lemeshow 
Goodness-of-Fit Test 

Chi-Square DF Pr > ChiSq 

8.6280 8 0.3746 
 

 
From analyzing the estimation results, we can observe that entropy has a 

negative influence on the probability of stock market crashes. In fact, an increase of one 
unit in entropy leads to a decrease of approximately 95% of the chances of crash 
appearance.  

Considering all other indicators which verify the significance of the regression 
model, we conclude that it is possible to use the differential entropy behavior to 
anticipate a possible crash. 
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To illustrate the previous statement, we have studied the behavior of entropy 
around the main crashes of BET. 
 

Table 3. The main crashes at  Bucharest Stock Exchange 
Date Logreturn 

1/7/2009 -0.13117 

3/28/2005 -0.11902 

5/25/2010 -0.11612 

10/10/2008 -0.10454 
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Fig. 3 The crash from 7 january 2009 
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Fig.4 The crash from 28 march 2005 
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Fig. 5 The crash from 25 may 2010 
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Fig.  6 The crash from 10 october 2008 

 
After analyzing the entropy behavior before crash incidence we can observe that 

such an event is preceded by an entropy local minimum, but the transmission is not 
instantaneous. This can also be an effect of the Romanian market efficiency deviation from 
the efficient market hypothesis. 
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6. Conclusions 
 

Capital market information efficiency is a subject intensely debated in the last few 

years, especially due to the present economic and financial crisis. The connection between 

capital market efficiency and the predictability of stock market crashes can be illustrated 
through a complexity measurement, starting from the hypothesis that large decrease 

episodes in the price of an asset precisely exploit a certain context of efficiency weakening.  

In this study, we have analyzed the connection between capital market complexity 

and stock market crash predictability using the differential entropy of returns as 
measurement of complexity. The results of the estimated model show that this measurement 

of complexity generates better results than the classical estimator of Shannon entropy, as it 

makes it possible to go from a discrete estimator of entropy to a continuous one. 

The analysis performed in the case of BET index of Bucharest Stock Exchange has led 
to the conclusion that the main depreciations of BET have been preceded by episodes of 

dramatic decreases in the entropy level. In this respect, the entropy behavior can be 

constituted in a early warning system on the possible negative evolutions of the capital 
market. 

Unfortunately, this method has certain limits, because the entropy differential 

estimator does not have the required convergence properties. 

The natural development of this study is taking into consideration an entropy 
estimator which considers the continuous nature of returns and has the optimality properties. 
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