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Abstract 

The SRMR, RMSEA, CFI, and TLI are commonly used fit indexes reported when describing the 

fit of structural equation models (SEM) used in math and science education.  A large number 

of the models tested in math and science education tend to be path models that study the 

interaction between various motivational, affective, contextual, and cognitive variables or 

latent growth curve models that examine change in students over time. The majority of these 

models tend to have small degrees of freedom and small sample sizes. Given the common use 

of these fit indexes, it is important to understand their performance when reported for 

relatively simple models. 

 

Keywords: structural equation modeling; growth model; sample size; degrees of freedom; 
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The standardized root mean square residual (SRMR), root mean square error of ap-

proximation (RMSEA), comparative fit index (CFI), and the Tucker Lewis Index (TLI) are com-

monly used fit indexes reported when describing the fit of structural equation models (Kline, 

2010; Worthington & Whittaker, 2006), with the RMSEA, SRMR, and CFI being among the 

most widely reported in the SEM literature (Kline, 2010).  

The SRMR is a measure of the mean absolute correlation residual, with smaller val-

ues suggesting good model fit (Kline, 2010). The RMSEA provides information about ‘bad-

ness of fit’, with lower RMSEA values indicating good model fit (Kline, 2010). The CFI and TLI 

are both incremental fit indexes that assess the improvement in the fit of a model over that 

of a baseline model with no relationship among the model variables; larger values indicate 

better model fit (Kline, 2010).   

Several studies have examined the performance of these and other fit indexes un-

der various conditions (e.g., impact of sample size on fit index values) using simulations 

(Chen et al., 2008; Hu & Bentler, 1999). However, this work has examined the performance 

of the various fit indexes under different conditions with models that have moderate to large 
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degrees of freedom. For example, (Hu & Bentler, 1999) examined the performance of the 

SRMR, TLI, CFI, and RMSEA with models with degrees of freedom larger than 80.  There is a 

dearth of research examining the performance of SEM fit indexes using models with smaller 

degrees of freedom typical of path models or latent growth curve models tested in math and 

science education (Kenny, Kaniskan & McCoach, 2014; Kenny & McCoach, 2003).  

Studies that have examined the impact of degrees of freedom (Breivick & Olsson, 

2001; Kenny & McCoach, 2003) on model fit have tended to focus on the RMSEA and have 

found that the RMSEA showed better fit (smaller RMSEA values) for models with larger de-

grees of freedom. Kenny, Kaniskan, and McCoach (2014), who studied the performance of 

the RMSEA with models with small degrees of freedom, found that models with a combina-

tion of a smaller degrees of freedom and smaller sample sizes had RMSEA values that often 

falsely indicated a poor model fit. The authors found the RMSEA to be elevated with small 

sample sizes (N ≤ 100). As the model degrees of freedom decreased, model rejection rates 

increased for the RMSEA, even with sample sizes as large as 1000. The RMSEA decreases if 

there are more degrees of freedom and/or a larger sample size, keeping everything else 

constant (Kline, 2010). This suggests that more parsimonious models have smaller RMSEA 

values. However, with the exception of the Kenny, Kaniskan, and McCoach (2014) study that 

looked at 1, 2, 3, 5, 10, 20, and 50 degrees of freedom with sample sizes that ranged from 

50 to 1,000, other studies examining the RMSEA have used degrees of freedom much larger 

(e.g., 24 to 528 degrees of freedom) than those found in models frequently tested in math 

and science education.  

The SRMR, RMSEA, CFI, and TLI are commonly used fit indexes reported when de-

scribing the fit of models used in math and science education (e.g., Bailey, Taasoobshirazi, & 

Carr, 2014; Byars-Winston & Fouad, 2008; Mettern & Schau, 2002; Stevens, Olivarez, Lan, 

& Tallent-Runnels, 2004; Glynn, Taasoobshirazi & Brickman, 2007).  Many of the models 

tested in math and science education are path models that examine the interaction between 

various motivational, affective, cognitive, and contextual variables (e.g., Ha, Haury, & Nehm, 

2012; Kingir, Tas, Gok, Vural, 2013; Kirbulut, 2014; Stevens et al., 2004). These models 

tend to have fewer than 10 variables and small degrees of freedom (less than 10) (e.g., 

Adedokun, Bessenbacher, Parker, & Kirkham, 2013; Akyol, Tekkaya, Sungur, & Traynor, 

2012; Bailey et al., 2014). In addition, a common structural equation model with a small 

degrees of freedom tested in math and science education is the latent growth model (e.g., 

Gottfried, Marcoulides, Gottfried, & Oliver, 2009). Given the common use of these fit index-

es, it is important to understand their performance when used with models with small de-

grees of freedom.   

Also of interest was the impact of sample size on the performance of the fit indexes 

with models with small degrees of freedom. For example, the research in math and science 

education testing path models often have sample sizes that tend to be less than N = 250, 

with many studies having sample sizes less than N = 100 (e.g., Bailey et al., 2014; Ha, 

Haury, & Nehm, 2012). This is much smaller than the sample sizes typically found in simula-

tion studies on fit indexes in SEM (e.g., Hu & Bentler, 1999). Several studies have shown the 

importance of sample size on the performance of fit indexes such as the RMSEA (Chen et al., 

2008; Kenny et al., 2014). Specifically, Type II error rates for the fit indexes increase as sam-

ple size decreases. A goal of the present study was to determine the interaction between 

sample size and degrees of freedom on the performance of the SRMR, RMSEA, CFI, and TLI 

for models that have small degrees of freedom and small sample sizes, typical of what is 



 

Quantitative Methods Inquires 

 

 
33 

found in the path models and latent growth curve models tested in math and science educa-

tion. 

We wanted to know, for our four fit indexes and when working with models with 

small degrees of freedom: What is the performance of these fit indexes and their rejection 

rates across various sample size and degrees of freedom combinations? Specifically, do 

models with smaller degrees of freedom (more paths in the model) require a larger sample 

size, similar to the results of the Kenny, Kaniskan, and McCoach (2014) findings for the 

RMSEA or is a smaller sample size sufficient for models that have smaller degrees of freedom 

in line with research illustrating that adding paths to a model tends to improve fit (Kline, 

2010)? What is a sufficient sample size for a small degrees of freedom model needed to 

avoid making a type II error? 

 

Method 

 

We conducted a Monte Carlo simulation to test correctly specified growth models 

with varying sample sizes and degrees of freedom. To do so, we followed the same simula-

tion techniques as Kenny et al. (2014). Specifically, “intercept loadings were all fixed to one 

and slope loadings were fixed to zero for wave 1 and increased in one-unit increments 

thereafter. The population mean of the intercept factor was 0.5 and the variance was set at 

1.0: The population mean of the slope factor was 1.0 and its variance was 0.2. The covari-

ance between slope and intercept was 0.1, and all error variances were set at 0.5. The mod-

els were as follows based and are designated by their degrees of freedom: df = 1: 3-wave 

growth model, df = 2: 3-wave growth model with equal error variances and the loading for 

the slope factor at wave 3 free, df = 3: 3-wave growth model, with equal error variances, df 

= 5: 4-wave growth model, df = 10: 5 wave growth model (figure 1), df = 20: 7 wave 

growth model, with loadings on the slope factor for the last three times free, and df = 50: 

10 wave growth model” (Kenny et al., 2014, p. 10). In addition, we used the same sample 

sizes as Kenny et al., (2014) including: 50, 100, 200, 400, 600, and 1,000.   

The simulation feature of Mplus Version 7.3 was used to generate the data, and 

the R package MplusAutomation (Hallquist & Wiley, 2014) was used to estimate the parame-

ters for each simulation condition. We replicated each condition 1,000 times. The raw data 

were generated from a multivariate normal distribution. In order to address our research 

questions, we calculated the average value of the model fit indices for each simulation con-

dition and their accompanying rejection rates defined as the number of times that the model 

fit indices exceeded recommended cutoff values specified in the research. Specifically, a CLI 

cutoff value of .95, a TLI cutoff value of .95, a RMSEA cutoff value of .05, and a SRMR cutoff 

value of .08 were used (Hooper, Coughlan, & Mullen, 2008).  
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Figure 1. Simulation model for 10 degrees of freedom.   

 

Results 

 

CFI. Results of the simulation for the various degrees of freedom and sample sizes 

are presented in Table 1. The table reports CFI values and accompanying rejection rates. 

Figure 2 shows the CFI values for the selected sample sizes and degrees of freedom. Results 

indicated that adding paths to the model (decreasing the degrees of freedom) did not do 

much in terms of altering CFI values. Increasing sample size resulted in larger CFI values. 

Based on rejection rates, we almost never found the CFI to fall below the cutoff for sample 

sizes 100 or larger. For N = 50, the largest rejection rate was about 10%, suggesting that 

such small sample sizes may be problematic when using the CFI (unless degrees of freedom 

are very large).  

 

Table 1. CFI values for selected degrees of freedom and sample size.  

Rejection rates are in parentheses 

df 1 2 3 5 10 20 50 

N = 50 0.992 

(3.90%) 

0.990 

(6.00%) 

0.986 

(9.80%) 

0.990 

(5.10%) 

0.991 

(2.30%) 

0.989 

(3.20%) 

0.992 

(0.10%) 

N = 100 0.996 

(0.30%) 

0.995 

(1.60%) 

0.993 

(2.20%) 

0.995 

(0.20%) 

0.996 

(0.10%) 

0.995 

(0.10%) 

0.997 

(0.00%) 

N = 200 0.998 

(0.00%) 

0.997 

(0.20%) 

0.996 

(0.20%) 

0.997 

(0.00%) 

0.998 

(0.00%) 

0.998 

(0.00%) 

0.999 

(0.00%) 

N = 400 0.999 

(0.00%) 

0.999 

(0.00%) 

0.998 

(0.00%) 

0.999 

(0.00%) 

0.999 

(0.00%) 

0.999 

(0.00%) 

0.999 

(0.00%) 

N = 600 0.999 

(0.00%) 

0.999 

(0.00%) 

0.999 

(0.00%) 

0.999 

(0.00%) 

0.999 

(0.00%) 

0.999 

(0.00%) 

1.000 

(0.00%) 

N = 1000 1.000 

(0.00%) 

1.000 

(0.00%) 

0.999 

(0.00%) 

0.999 

(0.00%) 

1.000 

(0.00%) 

1.000 

(0.00%) 

1.000 

(0.00%) 
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TLI. Results of the simulation for the various degrees of freedom and sample sizes are pre-

sented in Table 2.  

 

Table 2. TLI values for selected degrees of freedom and sample size.  

Rejection rates are in parentheses 

df 1 2 3 5 10 20 50 

N = 50 0.997 

(16.10%) 

1.001 

(12.20%) 

0.998 

(9.80%) 

0.998 

(7.30%) 

0.998 

(2.30%) 

0.995 

(3.70%) 

0.995 

(0.10%) 

N = 100 0.999 

(8.30%) 

0.999 

(4.00%) 

0.999 

(2.20%) 

0.999 

(0.90%) 

0.999 

(0.10%) 

0.999 

(0.10%) 

0.999 

(0.00%) 

N = 200 0.999 

(2.10%) 

0.999 

(0.40%) 

0.999 

(0.20%) 

0.999 

(0.00%) 

1.000 

(0.00%) 

0.999 

(0.00%) 

1.000 

(0.00%) 

N = 400 1.000 

(0.20%) 

1.000 

(0.00%) 

1.000 

(0.00%) 

1.000 

(0.00%) 

1.000 

(0.00%) 

1.000 

(0.00%) 

1.000 

(0.00%) 

N = 600 1.000 

(0.00%) 

1.000 

(0.00%) 

1.000 

(0.00%) 

1.000 

(0.00%) 

1.000 

(0.00%) 

1.000 

(0.00%) 

1.000 

(0.00%) 

N = 1000 1.000 

(0.00%) 

1.000 

(0.00%) 

1.000 

(0.00%) 

1.000 

(0.00%) 

1.000 

(0.00%) 

1.000 

(0.00%) 

1.000 

(0.00%) 

 

The table reports TLI values and accompanying rejection rates. Figure 3 shows the TLI values 

for the selected sample sizes and degrees of freedom. Results indicated that adding paths to 

the model (decreasing the degrees of freedom) did not do much in terms of altering TLI val-

ues. Increasing sample size resulted in larger TLI values. The model rejection rate did in-

crease to 16% for a model with one degrees of freedom and a sample size of 50, suggesting 

that we could reject a correctly specified model when using the TLI and a combination of a 

small sample size and such a small degrees of freedom.  

 

 

Figure 2. CFI values for selected degrees of freedom and sample size 
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Figure 3. TLI values for selected degrees of freedom and sample size. 

 

RMSEA. Results of the simulation for the various degrees of freedom and sample 

sizes are presented in Table 3. The table reports RMSEA values and accompanying rejection 

rates. Figure 4 shows the RMSEA values for the selected sample sizes and degrees of free-

dom.  

 

Table 3. RMSEA values for selected degrees of freedom and sample size.  

Rejection rates are in parentheses. 

Df 1 2 3 5 10 20 50 

N = 50 0.053 

(29.50%) 

0.045 

(30.10%) 

0.048 

(34.50%) 

0.044 

(34.20%) 

0.041 

(34.80%) 

0.041 

(35.60%) 

0.041 

(37.00%) 

N = 100 0.037 

(25.40%) 

0.034 

(26.30%) 

0.034 

(28.70%) 

0.032 

(26.60%) 

0.027 

(21.00%) 

0.025 

(16.00%) 

0.021 

(8.10%) 

N = 200 0.027 

(21.10%) 

0.025 

(20.10%) 

0.025 

(18.80%) 

0.022 

(14.60%) 

0.019 

(8.40%) 

0.018 

(2.70%) 

0.014 

(0.30%) 

N = 400 0.019 

(14.20%) 

0.017 

(8.00%) 

0.016 

(6.50%) 

0.016 

(4.30%) 

0.013 

(1.00%) 

0.012 

(0.00%) 

0.009 

(0.00%) 

N = 600 0.016 

(8.40%) 

0.013 

(5.00%) 

0.014 

(2.60%) 

0.013 

(0.90%) 

0.010 

(0.00%) 

0.010 

(0.00%) 

0.008 

(0.00%) 

N = 1000 0.013 

(4.90%) 

0.010 

(1.60%) 

0.011 

(0.70%) 

0.010 

(0.20%) 

0.008 

(0.00%) 

0.007 

(0.00%) 

0.006 

(0.00%) 

 

Results indicated that adding paths to the model (decreasing the degrees of freedom) tend to 

result in larger RMSEA values. Increasing sample size resulted in smaller RMSEA values. It is 

also important to note that model rejection rates were high (greater than 30%) with a sam-

ple size of 50 regardless of the degrees of freedom. In addition, for an N of 100 and 200, 

models with smaller degrees of freedom had higher rejection rates. For example, the RMSEA 

exceeded the cutoff of .05 nearly 29% of the time with a sample size of 100 and degrees of 

freedom of 3. This is in line with findings by Kenny et al. (2014) indicating that researchers 

should proceed with caution when using the RMSEA with SEM models with small degrees of 

freedom and small sample sizes.  
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Figure 4. RMSEA values for selected degrees of freedom and sample size 

 

SRMR. Results of the simulation for the various degrees of freedom and sample 

sizes are presented in Table 4. The table reports SRMR values and accompanying rejection 

rates. Figure 5 shows the SRMR values for the selected sample sizes and degrees of freedom.  

 

Table 4. SRMR values for selected degrees of freedom and sample size.  

Rejection rates are in parentheses. 

df 1 2 3 5 10 20 50 

N = 50 0.022 

(0.20%) 

0.047 

(13.60%) 

0.056 

(18.50%) 

0.053 

(12.40%) 

0.059 

(15.80%) 

0.064 

(18.70%) 

0.052 

(3.10%) 

N = 100 0.015 

(0.00%) 

0.034 

(3.90%) 

0.039 

(4.30%) 

0.037 

(1.40%) 

0.040 

(1.20%) 

0.043 

(0.40%) 

0.035 

(0.00%) 

N = 200 0.010 

(0.00%) 

0.024 

(0.50%) 

0.027 

(0.20%) 

0.026 

(0.00%) 

0.028 

(0.00%) 

0.031 

(0.00%) 

0.024 

(0.00%) 

N = 400 0.007 

(0.00%) 

0.017 

(0.00%) 

0.019 

(0.00%) 

0.018 

(0.00%) 

0.020 

(0.00%) 

0.022 

(0.00%) 

0.017 

(0.00%) 

N = 600 0.006 

(0.00%) 

0.013 

(0.00%) 

0.015 

(0.00%) 

0.015 

(0.00%) 

0.016 

(0.00%) 

0.018 

(0.00%) 

0.014 

(0.00%) 

N = 1000 0.005 

(0.00%) 

0.010 

(0.00%) 

0.012 

(0.00%) 

0.011 

(0.00%) 

0.013 

(0.00%) 

0.014 

(0.00%) 

0.011 

(0.00%) 

 

 

Figure 5. SRMR values for selected degrees of freedom and sample size. 
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Results indicated that adding paths to the model (decreasing the degrees of freedom) tend to 

result in smaller SRMR values. Increasing sample size resulted in smaller SRMR values. Once 

again, rejection rates tend to increase for a smaller sample size of 50 regardless of the de-

grees of freedom.  

 

 

 

Conclusion 

 

This is one of the first studies to examine the performance of the SRMR, RMSEA, 

CFI, and TLI with models with the small degrees of freedom typical of models found in math 

and science education. Kenny, Kaniskan & McCoach (2014) examined the RMSEA for cor-

rectly specified growth models with small degrees of freedom and we hoped to extend this 

line of research by examining the performance the RMSEA and additional fit indexes. We 

chose our four fit indexes because they are among the most widely reported in the SEM liter-

ature (Kline, 2010). Because we tested correctly specified models, we hoped that our fit in-

dexes would not violate the cutoffs reported in the research and that rejection rates would be 

low. We manipulated sample size across various and small degrees of freedom and found 

that, in general, researchers should avoid sample sizes less than 100 when testing small 

degrees of freedom models. In fact, science and math education researchers should avoid 

reporting the RMSEA when sample sizes are smaller than 200, particularly when combined 

with small degrees of freedom. Small degrees of freedom do not tend to result in rejection of 

correctly specified models for the TLI, CFI, and SRMR, particularly if they tested using larger 

sample sizes.  
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Abstract 

The paper presents the newly developed Abarnica heuristic ranking method applied to fuzzy-bias 

decision making with the central technique derived from complete tournaments or derivatives 

thereof. An useful recursive proposition called, Akhil's proposition together with a challenging 

conjecture is presented. The challenge to derive an efficient algorithm to apply the Abarnica 

heuristic method which appears to be very efficient with manual applications remains open. The 

authors advocate that the main advantage of the Abarnica heuristic ranking method is that strong 

bias are analytically mitigated in fuzzy-bias decision making applications which require ranking. 
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1. Introduction 

 

For general notation and concepts in graphs and digraphs see [1, 2, 3]. Unless 

mentioned otherwise all graphs are simple, connected and directed graphs (digraphs). Fur-

thermore, if the context is clear the terms vertex and player will be used interchangeably. 

A directed complete graph of order 1n  with vertex set },...,,{)( 21 nvvvGV   can 

be considered to be complete tournament, denoted by nT . The understanding of a complete 

tournament is that all distinct pairs of vertices are players in a match and the arc ),( ji vv  


