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Abstract: Semantic Web Service technology can play a vital role in today’s changing economic conditions, as it allows business to quickly adapt to market changes. By combining individual services into more complex systems, web service composition facilitates knowledge dynamics and knowledge sharing between business partners. The proposed framework uses a semi-automatic approach as manual web service composition is both time-consuming and error-prone.
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1. Introduction

Nowadays, the enterprise environment is heavily influenced by the evolution of the IT&C technologies. These changes mainly influence the collaborative economic environment the dynamics of knowledge management and increase the level of competition at a global scale. Therefore, adapting and efficiently taking advantage of these changes represents a real challenge for the top and medium management. The enterprise steering committee has
to permanently by updated with the latest discoveries so that to obtain maximum satisfaction.

The 21st century, knowledge management has changed a lot due to software and hardware progress. As a consequence, we can affirm that one of the main features of knowledge management is its dynamism. As part of the enterprise environment, knowledge represents added value and contributes as a key factor in assuring sustainable economic growth and increased profit levels. An intelligent management strategy has to be aware of all these changes and to take action so that to maximize the effective use of knowledge. In order for them to gain market shares and to be competitive it is very important to have efficient knowledge management strategies and to be able to take advantage of the new technologies that are continuously emerging. Furthermore, because companies’ profitability is mainly influenced by the manner in which their products or services are perceived by customer we can state the fact that the growth and implicitly the investment strategies become product and customer oriented structures. In the context of dynamic business, maximizing and optimizing business performance is a critical requirement for profitability.

The modern economic behaviors are the most accurate and visible proof of the impact the knowledge dynamics has over the traditional types of needs and opportunities. Moreover, all these transformations that occurred are closely connected and have a great influence over the globalization trend the economy is heading towards. The global market can be characterized by increased levels of interoperability that reflect into the integration of multiple and different information systems which are able to share, manipulate and combine knowledge so that to facilitate the enterprise (or generally speaking organizations) collaboration process.

Having given all the above facts, we can conclude that the very frequently used term “integrated company” is not actual any more. Presently, it is substituted by collaborative information systems composed of business networks that are linked to independent partners that provide individual services and goods.

Knowledge management in such complex business and information structures can be defined as an approach, strategically targeted, so that to motivate the members of an organization to develop and use their cognitive capacities, sources of information, experience and abilities by subordinating their own objectives to the overall objectives. In the organizational environment, knowledge is derived from the information that is processed by those who have the capacity to effective action, by assimilation and mainstream understanding, followed by operationalizing the given contexts (Dragomirescu, 2001).

This paper presents a software agent based framework for modeling and enhancing the performance of knowledge management and increasing its level of dynamism by facilitating enterprise interoperability with the help of an automatic web service composition module.

The first section of the article consists of a short literature review so that to establish the place of our research in the current international research trends. And also draws a parallel among different automatic semantic web service composition solutions. In the future sections we enlarge upon the technologies used for implementing the solution, the architecture of the proposed framework. Furthermore, we will present a case study application that we developed to validate the agent based search module of our architecture.
2. Current SWC solutions Analysis

In order to implement interoperable and collaborative applications, the current research trend is heading towards determining the most suitable model for automatic or semi-automatic composition of web services. There are many proposed software solutions architectures for web service compositions, however up to now none of them has been fully implemented in the real business world due to various drawbacks:

- lack of service availability and accessibility;
- large data volumes caused by numerous service descriptions;
- increased search time in web service directory;

The syntactic description of web service is not sufficient for the automation of the web service composition and discovery process. A more detailed semantic description which can annotate the request on the basis of common semantics is needed.

Collaborative and knowledge based applications are to be composed of a set of semantically annotated web services and no longer be implemented separately. Therefore, the composition of semantic web services has enormous potential in improving the integration and collaboration in a wide variety of applications: business-to-business, location based services, supply chain, etc.

Semantic web service composition mainly consists of designing and implementing complex business logic workflows by organizing semantic annotated web services so that to obtain a single semantic complex web service. In order to enable composition, web service functionalities have to be described in detail by using either semantic or functional annotation. In this manner extra information about their main function or about the way the services behave is provided different from the classical syntactic web service annotation. For further information regarding the functionality of a service such as preconditions, conditions, effects, etc. the RDF description language is used. The RDF format uses semantic elements of ontologies that have to be previously established depending on the application type.

By composing services not only that certain components may be used, but processes can be integrated into applications by modeling the business flow. Automated web services composition techniques can be classified into two categories: static and dynamic. (Chakraborty and Joshi 2001).

The static web service composition technique refers to the fact that business flow designers or business analysts manually implement the composition by predefining business processes and by describing the interaction of their web services’ components. Dynamic composition of services is not based on such predefined processes. It is rather based on existing web service retrieval and dynamic assembly in order to meet the initial demanding on the semantic content used in their annotation.

The traditional means for describing web services’ functionality do not have enough semantic information to be used in the composition. The new trend in web services development can be characterized by the use of ontologies in order to achieve a complete description of them. This type of semantic annotated web services is called semantic web services (Mcilraith, Son and Zeng 2001). The semantic web services composition problem also focuses on the automatic and flexible discovery of services.

The recent research in semantic web services are largely focused on handling requests for task-oriented services and on obtaining information in distributed environments such as the internet information.
One of the first papers (Zhang, et al. 2008) which tackle with this subject performs a detailed analysis to determine the integrated applications’ pattern for modeling business processes within enterprises and introduces a semi-dynamic module for automatic composition of such semantic web services. In order to achieve this objective, the authors use an integrated applications’ ontology in the field of modeling business processes within enterprises to provide not only basic semantic concepts, but also concepts and terminologies that are used to describe services and to define abstract business processes.

Abstract business processes represent the static part of the semi-dynamic semantic web services composition and it is dynamically attested at runtime through the automatic discovery process. Such a method combines the advantages of static and dynamic composition of services and carries out the semantic based integration for business processes modeling applications. One of the major problems the automatic service composition faces is related to assembling individual services based on their functional specifications to create added value and satisfy a particular service request.

Most approaches to automatic composition of services are based on artificial intelligence planning techniques (Thakkar, et al. 2002), (Mcilraith and Son, 2002), (Wu, et al. 2003). All these techniques require that all relevant service descriptions are loaded into a reasoning engine. Due to the very large number of service descriptions and the weak link between suppliers and consumers, services are indexed in specific directory. The problem occurs when loading a directory that contains such a large volume of data. To solve this problem it is necessary that the planning algorithms should be changed so that only the relevant descriptions to be dynamically extracted from the directory during the composition process (Constantinescu 2004), (Constantinescu, 2005).

In such an approach, a single service composition involves many complex queries of the associated indexed directory. For example, if composition algorithms such as “forward chaining” are being used, each query processing up to 20% of data stored in the directory even if it has an optimized index structure (Constantinescu, 2005). Taking into account that such a directory is a public resource where bottlenecks may occur the problem becomes more complex and complicated to handle.

In addition to the above presented solutions there are some abstract ones based on Colored –Petri Nets (Qian, Lu and Xie 2007), Petri Nets (Hamadi and Benatallah 2003), mathematical models, etc.

In (Qian, Lu and Xie 2007), the authors focus on automatically synthesizing desired composite service through available services. The first contribution of this paper is a general description model of services. This paper also proposes a Colored Petri Net (CPN) based service model MOAP which indicates the relationship between messages (data) and service behaviors. The second contribution of the paper is an effective technique for automatic service composition.

In (Hamadi and Benatallah 2003) the authors propose a Petri net-based algebra for composing Web services. The operators that are used for composing web services are directly link to Petri nets by expressing their semantics in terms of this particular type of nets. The first result of such link is the fact that every service can be expressed as a Petri Net. The advantage brought up by the use of Petri Nets is related to their ability to simulate workflow patterns, operations and properties of web service composition.

The non-abstract web service composition techniques can be grouped into several guidelines according to the research trends that they follow.
Table 1. Semantic web service composition techniques and their objectives

<table>
<thead>
<tr>
<th>Web service Composition technique</th>
<th>Objective</th>
</tr>
</thead>
<tbody>
<tr>
<td>AI-planning</td>
<td>Finding a path (action plan, sequence of actions) from the initial state to a preset state (target state).</td>
</tr>
<tr>
<td>Chaining techniques</td>
<td>Finding dependencies between services in so that to synthesize a composition plan that matches the request</td>
</tr>
</tbody>
</table>

In (Talantikite, Aissani and Boudjlida 2008) we can see a complex approach to web service composition that combines graph based abstract models, chaining algorithm of expert system and semantic annotations. The authors use an inter-connected network of semantic web services that are semantically annotated with OWL-S. The concepts of the ontology enable them to measure the similarity between the outputs and inputs. The advantage brought by this approach is that the composition algorithm can find several composition plans in only one exploration phase. Afterwards the composition plans are being filtered according to precise quality criteria composed of: similarity, time and memory space quality metrics.

3. Technologies Used for Developing the Business Application Framework

3.1. Semantic Web Services

Web Services are internet based technologies that enable the process of making connections. Services represent the elements that are being connected with the help of web services. A service is the endpoint of a connection. Moreover, a service has some type of underlying computer system that supports the connection offered. The combination of services – both internal and external to an organization determines a service-oriented architecture.

Services are platform-independent software entities that can be described, published, discovered, and loosely coupled in different ways. They can perform different and complex functionalities from answering simple requests to executing sophisticated business processes requiring peer-to-peer relationships among multiple layers of service consumers and providers. Furthermore, they have features that permit software reengineering and also software reusability and transformation into network-available service.

Presently, the most highly used web services technologies only provide syntactic descriptions, making it difficult for requesters and providers to interpret or represent statements such as the meaning of inputs and outputs or applicable constraints.

As it was stated in the first section, enterprise interoperability and knowledge dynamics represent some of the most important guidelines in developing efficient business flow modeling application. Due to this fact, a lot of research was carried on in this domain. The current trend is to determine the most suitable applications’ architectures that fulfill the previously mentioned requirements.

Such applications should be characterized by:

- an increased level of platform-independence for each component;
- interoperability;
- scalability;
Knowledge Dynamics

- flexibility;

Web services are software applications that are characterized by these features and are available in the distributed environment of the Internet and are based on XML (eXtensible Markup Language). The functionality of web services is usually presented in a syntactic manner by using standards like: UDDI (Universal Description, Discovery and Integration), WSDL (Web Service Description Language), SOAP (Simple Object Access Protocol).

UDDI is a virtual registry that exposes information about Web services.

WSDL provides a XML based model format for describing web services functionality. WSDL represents a syntactic interface for web services. The description provided by WSDL is separated into two parts: an abstract description of functionality and a particular one that illustrates the details of the web service (“how” certain behaviors are being implemented and “where). WSDL describes only the syntactic interface of Web services.

SOAP is an XML based protocol that is used to exchange structured information in a decentralized and distributed environment. The role of the XML is to define an extensible framework of messages. With the help of such a framework messages, that are to be exchanged through other related protocols, are being constructed. SOAP is not related to any particular programming model and is independent from any specific semantics (Gudgin, et al. 2003).

However, the syntactic description does not provide all the necessary information about a service especially for the web service composition process. For this reason, the semantic annotated web services are used. In order to achieve this objective, they provide functionalities for creating, managing and transforming semantic mark up. The semantic annotations are considered to be conditions and effects of web services and are explicitly declared in the Resource Description Format (RDF) using terms from pre-agreed ontologies. Consequently, it enhances the ability of smart agents to understand, transform and deliver messages over the web.

3.2. Semantic Web Service Composition

The main goal for using semantic web services is that to increase the possibility of automated service discovery, composition invocation and monitoring over the web and in this manner to assure interoperability and collaboration between different business flow modeling applications.

The semantic web community is conducting complex studies in order to determine the most efficient methods for synthesizing web services’ complex behaviors and determining an universal semantic representation for the transformation that occur. In this way, web services will be easier to discover on the internet by specific subscribers and also it will be easier to assure web service composition and interaction in Service Oriented Architecture based solutions.

The applications that implement web service composition have a SOC (Service Oriented Computing) architecture that is based on SOA. This type of architecture uses services to support the development of rapid, low-cost, interoperable, evolvable and distributed applications.

As it is stated in (Papazoglou, et al. 2007), according to SOC research road map, SOC provides a logical separation of functionality into three planes:

- service foundations at the bottom
• service composition
• service management and monitoring

This logical stratification is based on the need to separate:
• basic service capabilities provided by a middleware infrastructure and conventional SOA from more advanced service functionality needed for dynamically composing services,
• business services from systems-centered services
• service composition from service management.

3.3. Multi-agent Systems

Multi-agent systems are formed by a certain number of agents that interact with each other. The major advantage of such systems consists of the fact that simple individual behaviors combine into complex ones. Furthermore, another important feature of multi-agent systems refers to their ability of decomposing complex problems into more easily manageable sub problems. According to (Bodea and Mogoș 2007), this idea can be applied in many research domains such as for decomposing complex based geospatial problems or supply chain management problems: negotiations, discovery, offer analysis etc. Moreover, they can be used to complex data mining in logistic applications.

In (Genong, et al. 2009) it is illustrated that agents can communicate and interact with each other through ontology language which stands for communication languages. Agents can be managed and discovered through a centralized directory, peer-to-peer discovery, or hybrid mechanism. Agent mobility provides a mechanism to extend stabilities and sustainability of semantic web services in a distributed environment.

One of the major uses of multi-agent systems is related to manufacturing companies. In this case, agents are used to gather information over the web and to transform it into knowledge by adding value. However, if agents are used without combining with semantic web services technology, they fail to respond to the continuously changing business environment in the nowadays knowledge driven society. According to (Weiming, et al. 2007), the failure is associated to the fact that they function on a predefined agreement without being flexible. On the other hand, pure web-based technologies, including web services, cannot fulfill the needs of virtual enterprises applications, because: they do not offer the possibility to automatically discover corresponding services at run time. Also, web service description offers only a technical presentation of the features offered and not a semantic one. Last but not least the description of business processes and security features implemented by using web services are not very reliable because this domain is still in an incipient phase.

Intelligent software agents have been used in enterprise independent software systems integration process, not only to assure an approach for functional integration, but also to facilitate the use of business intelligence and collaboration among enterprises for their communication, interaction, cooperation, pro-activeness, and autonomous intelligent decision making.

In order to achieve the objectives of the current enterprise interoperability trend, we propose a framework that combines web services and software agents so that to provide an efficient service discovery, retrieval, composition and integration. This paper proposes an agent-based service-oriented integration architecture, where enterprise Web services are
dynamically discovered using agent behaviors and specific ontology for communication and retrieval.

Multi-agent systems are closely connected to web service technology because they represent interoperable, portable and distributed solutions. Agents and web services may be related in different ways: agents use web services, web services are in fact agents or agents are composed of, deployed as, and dynamically extended by web services (Martin, et al. 2005).

4. Web Service Composition Framework

The proposed framework combines the template-based and AI Planning web service chaining approaches. Based on the composition request and user experience, both automatic and semi-automatic web service composition can be used. In order to facilitate the composition process, web services are managed by intelligent agents. This transforms the RESTful web services into Stateful entities (OASIS 2005) that can maintain their state between calls. Using many intelligent agents, each following its own goal during the composition process helps distribute the composition effort and also avoids performance bottle-necks. All web-services must be previously annotated using OWL-S in order to identify their purpose. While WSDL (Booth and Cangyang 2007) provides a syntactic description containing information regarding the structure of the input and output parameters, semantics provide a description of what the web service actually does.

4.1. Framework Components

Warping one or more web services as an intelligent agent is also known as agentification (Yang, et al. 2004). Not only web services, but also legacy applications can be “agentificated”, thus reducing the costs of implementing the proposed framework by using existing software.

The main components and relations between them can be seen in Figure 1.

Agents that can execute a specific task can be found using the Composition Directory Facilitator Agent (CDF) and the several domain specific CDDF. All agents in our
platform are registered with at least one CDDF agent. In order to find a web service capable of completing a specific task is need, the CDF agent will be first queried to identify the corresponding CDDFs, which in turn allow searching for agents. For a distributed implementation, multiple CDF agents can be run on different machines.

The Composition Design (CDA) and Composition Execution (CEA) Agents support the design and execution of web service chains. By assigning individual agents to each request, we both improve scalability and avoid creating a performance bottleneck.

The Web Service Composition (WSC) Designer allows creating and editing web service chains in an interactive manner. It also offers the possibility to test and validate the created web service chains as well as displaying several statistics regarding estimated duration and availability.

The communication between agents is implemented using FIPA compliant ACL messages. The proposed framework was implemented using JADE (Telecom Italia n.d.) (Java Agent Development Framework) and JENA (Hewlett-Packard n.d.) frameworks.

4.2. Fractal Web Service Composition

Web service composition implies finding a sequence of services that when called helps achieve a certain goal. In our approach, existing web service chains can be combined in a fractal like manner to easily create new and more complex web service chains. Similar to using components in classic programming, this approach has several advantages like the reduction of the development time and a higher QoS (Quality of Service) as a result of using already tested web services. Also, the solution becomes more adaptable, as, if needed, web services can be replaced with smaller effort.

Implementing a framework that eliminates the need to manually bind available services is particularly important in today’s changing economic conditions, as it allows business using the proposed framework to quickly adapt to market changes without waiting for internal IT development projects or for long software vendor release cycles (Bussler 2007).

All web service chains in our framework are stored using WS-BPEL (Web Service Business Process Execution Language) (OASIS 2007) and can effectively be used as building blocks to create new service chains.

The design of the newly created chain starts in the WSC (Web Service Composition) Designer Module of our framework. The user has the possibility to either create a completely new chain or to modify an existing one. From the user’s perspective the web service chain is composed from a succession of actions or sub-goals that must be performed in order to achieve a certain goal (Qian, Lu and Xie 2007). The user must specify the available input data and the requested output information.

For each action defined in the interface the following steps will be performed:

**Step 1 – Action Matching:** The CDA agent semantically queries the CDF and CDDF agents on all machines searching for Web Service Agents (WSA) that can perform the requested action and begins a parallel negotiation with all found agents. If no matching WSA can be found, the CDA agent will request the user to decompose the action into more elementary actions and will repeat the first step.

**Step 2 – Input parameters:** Every candidate WSA agent compares it’s input data with the internally mapped web service or web service chain input parameters. In case any input parameters don’t match, the WSA agent will itself query the CDF and CDDF agents in
order to find an agent or a chain of agents capable of performing the required transformation. If still needed the found agents can themselves repeat the procedure. Thus, the web service composition is performed in a manner similar to fractal theory, as each WSA agent can recursively call other agents. In order to limit the search space a maximum number of agents used to model an action can be specified.

**Step 3 – Output parameters:** Each caller agent, including the CDA verifies the correspondence between the called WSA web service output parameters and the requested output parameters. In case any output parameters don’t match, an agent capable of performing the required transformation will be searched using the CDF and CDDF agents similar to Step 2.

**Step 4:** The best WSA agent or WSA agent chain is selected based on estimated execution time and availability statistics.

The final chain is stored so it can either be called directly or incorporated in new chains. A corresponding WSA is created and registered with the CDF and CDDF agents.

---

Figure 2. Web service composition using individual services

Figure 2 presents a composition scenario for location based services and supply chain systems in which the user’s goal is to create a web service chain that finds the best route to deliver goods to customers. Based on his experience the user adds to actions: identifying the goods to deliver in a specific area at a specific time and finding a route (1). Based on this information, in Step 2, the CDA agent discovers the matching services “Delivery Info Service” and “Route Finding Service”. “Address to GPS Service” is added to convert between “Delivery Info Service” output and “Route Finding Service” input type. “Traffic Info Service” supplies additional needed input data for the route finding service (2).

Figure 3. Web service composition using previously defined web service chains

In case the route should also be displayed on a map, a new web service chain can be created as shown in Figure 3. Based on users added actions (3), the framework selects
the previously defined chain and the “Map Service” capable of creating annotated maps based on information and map images. “Imagery Service” is automatically added to supply the parameters required by the Map Service.

Conclusions

Manual web service composition is both time-consuming and error-prone. The proposed framework allows the implementation of distributed semantic web service chains by using a semi-automatic approach. Organizations implementing such a solution will be able to better cooperate and share their knowledge. Moreover, such systems can easily be extended with new web service as they become available.
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1. Collaborative systems with finite number of states

Within a collaborative system, a multitude of users or agents are involved in a distributed activity, most of the time being in several different places. In the large family of distributed applications, the collaborative system is identified by the common goal that the agent are working for and the great need of interaction that exists in the process of sharing and exchanging information and applications [1].

A software collaborative system is like a distribution company that seeks the increasing of sales. The difference between a collaborative system and a distributed one is given by the following attributes of the collaborative system:

- the system elements, both users and agents, interact with each other influencing the behavior of the system;
- the system components use shared resources in order to fulfill both their own objectives and their common goals;
• the system has permanent communication channels between users and agents;
• the agents’ interests are not antagonistic (the agents have common and corporate interests).

The characteristics of collaborative systems are: complexity, reliability, portability, maintainability, structurability, stability, adaptability, operationability and integrability [3].

Types of collaborative systems counts:
• collaborative systems in education: active in the educational and research field and pursue increased performance and testing of the educational process;
• collaborative systems of defense: active in military field and are defined by strict rules of organizing and functioning;
• collaborative systems in production: pursuing increased production capabilities and product quality within distinct goods and services production units;
• collaborative banking systems: used by banks and financial units, these systems are analyzed along this paper in order to determine the parameters that influence the banking systems and all its components;
• electronic business systems: companies’ departments are becoming more and more integrated, and clients are now users of e-business systems, thus replacing the traditional security mechanisms with authorization software – the modern security systems which manage and store users’ data and correlate them with the access rules of the organization;
• public administration systems: used for managing tax collection, for integrated management of human resources and payroll, for querying city hall databases on citizen demand;
• media software development systems: media applications development was indirectly caused by the increasing of common use electronic devices; these systems include commutations stations for wireless, terrestrial, satellite and cable infrastructure.

The agents of a collaborative system interact dynamically. Therefore, the system should be flexible in ability to execute transactions. Agents, servers, data warehouses and transactions are all elements which generally compound distributed systems, but the nature of transactions between agents and shared objectives of the agents are the main parts of a collaborative system.

Let $S_1, S_2, ..., S_n$ be the array of states that a collaborative system cover. Changing from $S_i$ state to $S_j$ state is done by a message, a command, a document $d_{ij}$. Table 1 contains the matrix of changing by documents from one state to another for a collaborative system.

<table>
<thead>
<tr>
<th>$S_1$</th>
<th>$S_2$</th>
<th>$S_3$</th>
<th>$S_4$</th>
<th>$S_n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$S_2$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$S_3$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$S_4$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$S_n$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The collaborative system named bank covers the following states:
$S_1$ – open;
$S_2$ – money receive;
$S_3$ – credit approve;
$S_4$ – money discharge;
$S_5$ – currency exchange;
$S_6$ – closed.

Table 2 contains transaction between the six states of the bank collaborative system:

**Table 2.** Transaction between the six states of the bank collaborative system

<table>
<thead>
<tr>
<th></th>
<th>$S_1$</th>
<th>$S_2$</th>
<th>$S_3$</th>
<th>$S_4$</th>
<th>$S_5$</th>
<th>$S_6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_1$</td>
<td>void</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>$S_2$</td>
<td>yes</td>
<td>void</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>$S_3$</td>
<td>no</td>
<td>yes</td>
<td>void</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>$S_4$</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
<td>void</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>$S_5$</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>void</td>
<td>yes</td>
</tr>
<tr>
<td>$S_6$</td>
<td>yes</td>
<td>no</td>
<td>no</td>
<td>no</td>
<td>no</td>
<td>void</td>
</tr>
</tbody>
</table>

Table 3 contains transaction by command from one state to another for a collaborative system. Therefore, the change from $S_i$ state to $S_j$ state is done by $C_{ij}$ command:

**Table 3.** Transaction by commands between collaborative systems states [2]

<table>
<thead>
<tr>
<th></th>
<th>$S_1$</th>
<th>$S_2$</th>
<th>...</th>
<th>$S_i$</th>
<th>...</th>
<th>$S_n$</th>
</tr>
</thead>
</table>

The transition from one state to another implies output delivery from the system. In a usual collaborative system changing from $S_i$ state to $S_j$ state is not possible for any $i$ and $j$ in 1..n. The system changes from one state to the other but it doesn’t have the capacity to go from each state in all the others. The situation is met for instance when a very simple collaborative system like a virtual mono-product store markets cement. The possible states of the system are: open, closed, supplying, sale. Table 4 contains the system transitions between the four states:

**Table 4.** Transition between states for a virtual mono-product store [2]

<table>
<thead>
<tr>
<th></th>
<th>Open</th>
<th>Closed</th>
<th>Supply</th>
<th>Sale</th>
</tr>
</thead>
<tbody>
<tr>
<td>Open</td>
<td>void</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Closed</td>
<td>no</td>
<td>void</td>
<td>yes</td>
<td>no</td>
</tr>
<tr>
<td>Supply</td>
<td>yes</td>
<td>no</td>
<td>void</td>
<td>yes</td>
</tr>
<tr>
<td>Sale</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
<td>void</td>
</tr>
</tbody>
</table>

The change from open state to closed is done through close store command, while the transition from supply to open is triggered by the open store command. Getting from open or supply states to sales is done through merchandise command.

Probabilities are assigned to such a collaborative system, like: probability to change from $S_i$ state to $S_j$, probability to deliver $x$ as output when changing from one state to
another. These probabilities are determined by a series of parameters like: amount of stock-in-trades, the deposit capacity of the store, working program, customers’ portfolio or the amount of daily orders. The systems probability to transit from open state to closed is influenced by the following situations:

- is the end of the working program;
- the stock-in-trades is used-up, following change to closed state and then to supply;
- the clients’ orders are not honored because of different reasons.

Probabilities of these transitions are used in determining the appearance frequencies of different states of the systems at a given moment. According to Table 4, the change from the state of supply to the same state is not possible. In certain situations – like a large order from one of the clients, the system will go from one supply to other in order to honor the customer’s demand. But the probability of such situations is low, considering that one supply loads the whole deposit capacity of the store.

Let $P_{x_{ij}}$ be the probability that the collaborative system representing a virtual mono-product store provides output $x$ when changing from $S_i$ state to $S_j$ state. $P_{x_{ij}}$ is determined by the relation:

$$P_{x_{ij}} = \frac{CF_x}{CP_x},$$

where:

- $P_{x_{ij}}$ – probability that the collaborative system provides output $x$ when changing from $S_i$ state to $S_j$ state;
- $CF_x$ – number of favorable cases to obtain output $x$ when changing from $S_i$ state to $S_j$ state;
- $CP_x$ – number of possible cases to obtain output $x$ when changing from $S_i$ state to $S_j$ state.

The bank collaborative system contains identities which generate messages like: demands for problem solution, open accounts, currency discharge, credit approval. The identities are professional and in the job description they make certain operations. The person $P_i$ operates $n_i$ transactions: $O_{i1}, O_{i2}, \ldots, O_{ini}$

Each transaction implies certain documents: $d_{i1}, d_{i2}, \ldots, d_{ini}$

Each transaction has a solution: $s_{i1}, s_{i2}, \ldots, s_{ini}$.

All of these are stored in a very large database.

The dynamics of the collaborative systems point to modifications in the quality, structure, functions, dimensions, procedures and standards of the systems. The dynamics are studied by mathematical analysis, forecasting the long term behavior of each system [4].

2. The database structure

In [5] a collaborative system is presented for very large datasets visualization using web services. Web services implement collaboration and visualization through internet of very large data sets.

An article from the very large database contains: name of the person, the operation, the time of demand reception, the time of solution delivery (the time between the two times is the solving period) and the solution given.
struct article
{
    char *person;
    char *demand;
    int input_moment;
    int output_moment;
    char *product;
};

Person: Johnson
Demand: Taxi-cab authorization
Input moment: 10
Output moment: 11
Product: Yes

This data is recorded by:
• the solicitor who tells his demand; the moment of demand reception is stored along with the address where the solution has to arrive;
• the solution giver;
• the auditor who verifies the quality of system activity.

The system activity leads to generation of a collection with N elements, N very large (N>10^5). The elements e₁, e₂, ..., eₙ have identical structure and conform with the unique description template. It contains the list of the field-attributes of each article, the order of appearance and the type of each attribute. The elements are updatable and the rate r of field update is known.

Let L be the number of locations where the N elements are placed and let l₁, l₂, ..., lᵥ,...,lₗ be the number of elements belonging to the i location, so that \( \sum_{i=1}^{L} l_i = N \). The local collectivities are formed through determined aggregation criteria: geographical, structural, rank, etc. The local collectivities c₁, c₂, ..., cₗ are distinct physical databases.

Because of the large number of elements of any local collectivity cᵢ, the copy cost of elements is noticeable high. Therefore, in order to create the initial C collectivity with N elements a virtual concatenation of the L distinct databases is chosen. The central database integrates local collection by their description, functioning like a database concordance. Each record has a physical address and its own update data. In the moment when an update occurs, the data about it is stored in the local database cᵢ by modifying a single file which contains data about all the records in the collection. The concatenated database is updated by the automatic or manual copy of the L content files, when they are altered. The content files of the local databases can be database concordances of other smaller database of inferior hierarchic level.
Figure 1. Virtual aggregation of DB

The daily data volume from the virtual database follows the relation:

\[
VD_d = NP \cdot \sum_{i=1}^{ND} NC_i \text{, where:}
\]

NP – number of persons;
ND – number of documents;
NC_i – number of fields in the i document.

Data volume for a k days period is:

\[
VD_{k-days} = k \cdot VD_d \text{, where:}
\]

VD_d – daily data volume.

Let DB be a database whereat N stations have access for creating and updating records. In the \([t_i; t_{i+1}]\) time period there are \(P_i\) persons that operate updates on the database, \(i=1,\ldots,N\). The total number of persons that interacts with DB in the \([t_i; t_{i+1}]\) period is modeled by the relation:

\[
NTP_j = \sum_{i=1}^{N} P_i
\]

If each \(P_i\) makes \(k_i\) operations on BD and each \(k_i\) materializes in a new record in DB, then, the total number of records generated in the \([t_i; t_{i+1}]\) interval is:

\[
NT_I_j = \sum_{i=1}^{N} P_i k_i
\]
Therefore, for any two intervals \([t_j; t_{j+1}]\) and \([t_{j+1}; t_{j+2}]\) the number of records is exactly determined by the addition of the above indicators. Through gradual aggregation the long time generated data is determined.

This daily or periodic data volume includes an image of all that is realized in the collaborative systems in the informational field.

The records in the database are done:
- online by the solicitor;
- online through documents management by the agents of the collaborative system.

The documents’ processing means extracting the information from the data fields and converting as strings of bits, which can be stored in a database. The processing of forms is considered completed when all the information from documents has been extracted and saved within a database [4].

In [6] a mechanism for auto-organization of devices collection is presented, for processing documents in a collaborative system from a multi-agent perspective.

The input data quality determines the quality of the information that is given to the users or to the decisional authorities within the system. The erroneous data has to be minimized from the initial phase. The validation procedures are grouped in:
- traditional procedures which consist in visual examination of data in primary documents;
- automated data control and validation procedures, using validation software and automated data correction procedures; the errors are automatically identified and corrected without any human intervention [4].

The forms contain required and optional fields. The input data is consisted of: letter strings, dates, codes or numerical values. This data frames in the following categories:
- correct and complete; a form contains the fill-in fields \(C_1, C_2, \ldots, C_n\); each field \(C_i\) has a value domain \(V_i\); the correct and complete state is achieved when all the fields \(C_i, i=1..n\), belong to vocabularies \(V_i, i=1..n\);
- correct but incomplete; all the fields \(C_1, C_2, \ldots, C_{i-1}, C_i+1, \ldots, C_n\) belong to vocabularies \(V_i, i=1..n\), but field \(C_i\) is missing; in this case, the application generates messages which indicate those fields which were not filled in;
- complete but incorrect; all the fields are filled in, but one or more values doesn’t belong to the value-domain; in this case, the message generated specifies for each field what went wrong.

For each attempt of recording data, if the data is not completely correct and complete, a list of errors appear and the data is not sent to the database [7].

The application Collaborative Multicash Servicedesk records and processes phone demands taken by the analysts in a bank.

The fields that are selected or completed by the analyst are the following:
- name of the client which is selected from a predetermined list of Multicash users;
- name of the person which called;
- demand category, by selecting from a list with categories and associated codes;
- demand description for problem details;
- solving method by selecting the adequate option.

When a negative resolution is adopted to a credit demand, the justification is based on:
- incomplete documents in the credit;
• failing to fulfill the existing law requirements;
• failing to fulfill the technological restrictions: the wage is too small or assurance is inexistent.

Denials are coded for storing and for easy telling of the reasons of decision. Based on these codes reports and statistics are generated for classifying the denials on the type of negative responses.

3. Processing

Based on the very large datasets, many processing operations are realized in order to correlate and compute certain indicators.

Groups of persons are established and sorting takes place on the persons in the database leading to:

- Name₁:  \( t_1 \) articles;
- Name₂:  \( t_2 \) articles;
- ...
- Nameₖ:  \( t_k \) articles.

In the collaborative system there are \( k \) agents. From the Collaborative Multicash Servicedesk database certain data has been extracted about the number of demands, by clients recorded in November 2009, presented in Table 5:

<table>
<thead>
<tr>
<th>Client Name</th>
<th>Number of demands</th>
</tr>
</thead>
<tbody>
<tr>
<td>Client Name 1</td>
<td>200</td>
</tr>
<tr>
<td>Client Name 2</td>
<td>180</td>
</tr>
<tr>
<td>Client Name 3</td>
<td>220</td>
</tr>
<tr>
<td>Client Name 4</td>
<td>100</td>
</tr>
<tr>
<td>Client Name 5</td>
<td>300</td>
</tr>
</tbody>
</table>

Analyzing the number of demands by clients its determined the number of distinct clients that recorded demands in a specific period.

In the present, is seeking the increase of services quality offered by collaborative banking systems, by introducing intelligent agents to help increase performance of these systems.

The intelligent agent means an entity performing certain operations independently on behalf of a third party. The agents have a number of attributes, their main attribute is autonomy. For an agent to be called intelligent, its autonomous nature must be flexible, meaning that:

- perceive the working environment and the appropriate response to the changes occurred;
- decide to action also in situations of not environment amending;
- ability to interact with other agents or even with the human agent, both to achieve the designed goals and to facilitate the work of other employees.

Characteristics of an agent are the followings:

- mobility, which is defined as the ability to move in an electronic network;
- veracity, which implies that an agent is unable to provide false information;
goodwill, which means that an agent does not have conflicting goals;
• rationality, which means that an agent acts to achieve the purpose.

An agent is characterized by an architecture and a program. The agent program is a function that matches the perceptions which the agent receives from the environment and its actions. This program must be compatible with the agent architecture. The architecture made the interface between the perception given by sensors and the program, run the program and ensure that all actions chosen are made as they are generated. The environment where an agent act has many facets, being fully or partially observable, deterministic or stochastic, static or dynamic, discrete or continuous, monoagent or multiagent.

The sort is done by messages or documents received and results:

$$Docum_i: \ k_i \ appearances;$$

$$Docum_2: \ k_2 \ appearances;$$

...  

$$Docum_n: \ k_n \ appearances.$$  

It follows that in the system are \( h \) types of documents. They are sorted by resolution and appear:

Yes: \( k_1 \) appearances;

Positive opinion: \( k_2 \) appearances;

...  

Rejected: \( k_r \) appearances.

It follows that in the collaborative systems are \( r \) types of resolutions. In the same manner are analyzed the evidence answers.

Incomplete documents: \( x_1 \) appearances;

Violation of legal provisions: \( x_2 \) appearances;

Technological incompatibilities: \( x_3 \) appearances.

Table 6 presents a report from the database of Collaborative Multicash Servicedesk application, regarding the categories of requests and their frequency in the month of November 2009:

<table>
<thead>
<tr>
<th>Category</th>
<th>Number of requests</th>
</tr>
</thead>
<tbody>
<tr>
<td>Add new accounts in the client application</td>
<td>26</td>
</tr>
<tr>
<td>Add new users in the client application</td>
<td>14</td>
</tr>
<tr>
<td>Other requests</td>
<td>132</td>
</tr>
<tr>
<td>User blocked on the communication</td>
<td>41</td>
</tr>
<tr>
<td>User blocked at logon</td>
<td>20</td>
</tr>
<tr>
<td>Communication initiated</td>
<td>54</td>
</tr>
<tr>
<td>Confirm account balance</td>
<td>71</td>
</tr>
<tr>
<td>Deactivate payments file</td>
<td>1</td>
</tr>
<tr>
<td>Error on starting the application</td>
<td>5</td>
</tr>
<tr>
<td>Signature error</td>
<td>46</td>
</tr>
<tr>
<td>Error on see statements</td>
<td>20</td>
</tr>
<tr>
<td>Statements export</td>
<td>1</td>
</tr>
<tr>
<td>Generate electronic signature</td>
<td>20</td>
</tr>
<tr>
<td>Index corrupted in database tables</td>
<td>4</td>
</tr>
</tbody>
</table>
## Knowledge Dynamics

<table>
<thead>
<tr>
<th>Category</th>
<th>Number of requests</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training on using the application</td>
<td>14</td>
</tr>
<tr>
<td>Training on see rejected payments</td>
<td>4</td>
</tr>
<tr>
<td>Delivery account statements</td>
<td>7</td>
</tr>
<tr>
<td>Delivery file with bank codes</td>
<td>12</td>
</tr>
<tr>
<td>Delivery files for distributed signature</td>
<td>8</td>
</tr>
<tr>
<td>Change communication channel</td>
<td>1</td>
</tr>
<tr>
<td>Change number of approvals / amount limits</td>
<td>1</td>
</tr>
<tr>
<td>Change name / address of payer</td>
<td>1</td>
</tr>
<tr>
<td>Move the application on another computer</td>
<td>13</td>
</tr>
<tr>
<td>Please repeat job with AC29</td>
<td>9</td>
</tr>
<tr>
<td>Reinstalling the application</td>
<td>7</td>
</tr>
<tr>
<td>Setting print parameters</td>
<td>5</td>
</tr>
<tr>
<td>Setting communication sessions</td>
<td>1</td>
</tr>
<tr>
<td>Training of branches for completing annexes</td>
<td>10</td>
</tr>
<tr>
<td>Transmission interrupted</td>
<td>36</td>
</tr>
<tr>
<td>Check payments status</td>
<td>162</td>
</tr>
</tbody>
</table>

On the basis of processing performed on the data sets, sorting is made by a single feature and are determined the metrics:

- **average number of documents per person, NDP:**
  
  \[ NDP = \frac{NTD}{NP} \]

  where:
  
  - **NTD** – total number of documents in the system;
  - **NP** – total number of persons.

- **average number of refusals to 100 requests, NR:**
  
  \[ NR = \frac{NTR}{NS} * 100 \]

  where:
  
  - **NTR** – total number of refusals in the system;
  - **NS** – total number of requests.

Other statistics are performed in order to be used in the justice to determine the correlations between documents, customers, requests, and resolutions.

### 4. Combined analysis

Data sets are identified and is performed a combined analysis to determine certain statistics. The combined analysis involves correlations between data sets, for the calculation of quality indicators.

There are considered \(M\) large databases \(BD_1, BD_2, ..., BD_M\), made with the same informatics application, reflecting data which characterize \(M\) collectivities ordered in disjoint territorial areas. It builds an informatics application for realize the virtual database \(BDV\) by an operation of concatenation of the basic data extracted from databases \(BD_1, BD_2, ..., BD_M\).

The selection of records from the virtual database \(BDV\) requires to:
Knowledge Dynamics

- across the data set of essential results in the concatenation process;
- identify the $BD_i$ databases containing records associated to the selected essential data;
- take information from real databases for processing selected records;
- carrying out processing.

For the analysis Person – Operations, are identified the types of operations made by a person:

- **Popescu**: settle rents documents, settle taxi permits, resolve global tax.
- **Ionescu**: settle construction permits.

Is determined the load degree of each agent in the system and is made a redistribution of operations so that do not exist a situation in which an agent is overloaded and another do not have enough operations which fill the working time.

From the combined analysis Analyst – Category of requests, on the basis of records from the Collaborative Multicash Servicedesk application, results that the analyst Mihai Iancu solved requests from the categories Add new accounts in the client application, User blocked on the communication, Generate electronic signature, Change communication channel, and the analyst Marian Neagu solved requests from the categories Add new users in the client application, Training on see rejected payments, Move the application on another computer.

Taking into account the number of requests recorded on each category, it follows that the analyst Mihai Iancu has been overloaded.

For the analysis Person – Resolutions, there are evaluated the types of resolutions adopted and their frequencies of occurrence:

- **Popescu**: resolution YES at the rate of $x\%$, NO at the rate of $y\%$.
- **Ionescu**: resolution YES at the rate of $z\%$, NO at the rate of $w\%$.

If $x > z$, then Popescu gave more positive resolution than Ionescu. If $x > y$, then Popescu gave more positive than negative resolution. If $z > w$, then Ionescu gave more positive than negative resolution.

By generalization, being considered the data sets $D_1$, $D_2$, ..., $D_n$, correlations are established between any of $D_i$ and $D_j$, where $i, j = 1..n$, with $i \neq j$. For each combined analysis $D_i - D_j$, the types of correlations are analyzed and are calculated quantitative and qualitative indicators.

Indicators for the case presented above are:

- the quantitative indicator comparing the number of resolutions adopted by the two entities:
  \[
  I_{D_i/D_j} = \frac{N_{D_i}}{N_{D_j}}, \text{ where:}
  \]
  
  $N_{D_i}$ – the total number of resolutions adopted by $D_i$;
  
  $N_{D_j}$ – the total number of resolutions adopted by $D_j$;

- the qualitative indicators comparing values between the two resolutions adopted:
  \[
  I_{D_i} = \frac{x}{y}; \quad I_{D_j} = \frac{z}{w};
  \]
  
  $I_{x/z} = \frac{x}{z}; \quad I_{y/w} = \frac{y}{w};$

From the calculation of the quantitative and qualitative indicators result the current status of collaborative systems and the elements requiring replacement or improvement.
5. Construction of procedures for online problem solving

The document is followed from entry until it will be solved in order to see what is doing. There are identified the routines and activities that are repetitive. The objective of online problem solving procedures is to automate the repetitive activities in order to increase the response time and to resolve the requests.

The collaborative systems have: structure, purpose, flows, resources, routines.

For the real organization that works is built its entry into the database, from which are taken rules, using large volumes of data on which are made selections, sorting, regrouping, extractions.

From reality is issued the collaborative system model, identifying:

- the number of real states;
- the real list of states;
- types of resources;
- the real list of resources;
- number of activities types;
- list of activities;
- durations or differences between final and initial moments.

It follows the real image of the system, from which are obtained the basic parameters of the model, average durations, limitations of resources, on which the model is built.

The collaborative system has associated a neural network giving automatic solutions.

The neuronal network deliver output data and the input data are taken from databases.

Having start and final moments available, the durations are determined and, by their size, frequencies are calculated.

There are determined the probabilities that durations will be equal to a given value, \( P(\text{duration} = X) = Y \), or the durations to be less that a given value, \( P(\text{duration} < Z) = W \).

A customer arrives with a request, enter to the portal, is called the neuronal network, resulting the proposed solution which is provided to the customer and he decides. This workflow is shown in Figure 2:
In a collaborative banking system, the customer interaction with the bank is done in several ways, some of which requiring a minimal effort from the client. On the banks websites are a series of applications and simulators to calculate interest rates on loans or deposit. Figure 3 shows an example of simulator for the calculation of receivable interest related to a term deposit:

![Figure 3. Deposits calculator (http://www.raiffeisen.ro)](http://www.raiffeisen.ro)

Another example of simulator is an application for credit related calculation. The customer enters the bank website, select the type of loan, grant period, currency and interest type and enter the amount required.

The application will display to the user the monthly rate and amount of fees. These calculations are carried out also in the bank agencies, but this involves the customer go to the bank.

### 6. Conclusions

Collaboration is better appropriated if is based on simple rules, leaving the agents to fulfill their interests within their societies.

Increasing the volume of information and improving the software products for exploit it have led to a new quality of data usage by analysis that reveal to the organization’s management information difficult or impossible to obtain otherwise. In this way are obtained information on customer preferences, their profile or distribution.

A collaborative system is characterized by a diversity of states, its transition from one state to another being accomplished through a document or command. The set of collaborative system states is finite, with an initial state and a final one. The system...
throughput between the initial state, the intermediate states and the final state, carrying out a cycle when it complete the transition from the final state to the initial state.
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Abstract: This paper aims to describe interrelationships between size of the organization and adoption of information and communication technologies (ICT). We hypothesize that size of the organization is interrelated with ICT usage. By analyzing the data from 68 organizations we have classified to micro, small, medium-sized and large enterprises and calculated composite index of ICT adoption in each organization. Afterwards we have analyzed correlations between composite index of ICT adoption and size of the organization. Our results show that large enterprises which have potential to utilize ICT have highest values of composite index of ICT adoption, indicating high ICT usage. Theory considered in the discussion implies that ICT diminishes size of the organization, which complies with our findings because medium enterprises keep high values of composite index of ICT adoption. Small Organizations, at least in transitional countries, in average do not show high level of ICT use, but especially in smallest, micro organizations extreme examples both of high and low ICT use indicated by high standard deviation values can be found. That could be explained by greater flexibility and orientation of small enterprises to new technologies, but also lack of resources or interest and implies that in small and micro companies ICT appliance is more dependent on other organizational factors than on size. Our conclusion is that ICT has the potential to diminish size of the company, but that still in average large and medium companies are leaders of ICT use in spite of extreme examples of good practice in small companies.
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1. Introduction

This article aims to describe interrelationships between size of the organization and applications of information and communication technologies (ICT). Size can be observed as important factor of implementation of ICT. Small and medium enterprises can be important innovation factor in economy, and Van Dijk et al. (1997) observe them to be more open to applying innovations. They also have better use of innovations developed in large organizations and scientific institutes (Audretsch & Vivarelli 1996). Common attitude is that small and medium enterprises are more open to ICT than large enterprises, and are ready to form alliances when size does not permit using technology advancements (Narula 2001). Increased implementation of ICT can be consequence of such alliances of small and medium enterprises. Small and medium enterprises can lower the costs of ICT appliance by using open source alternatives, and even in developing and underdeveloped countries illegal copies of expensive software (Van Belle & Ellis 2009).

On the other hand, large enterprises have its own factors that facilitate implementation of information and communication technologies, and most important can be critical financial mass that enables access to expensive technologies and management requirements that imply larger demand for ICT use. The potential of large enterprises to use ICT is described in detail by many authors, such as Cisler (2005), Marmaridis (2005), Trimi (2005) or Kramer et al (2007). That assumption is justified, but it is important to observe that it influences only potential for use, but not always the real use of information and communication technologies.

The idea that size of the organization can influence implementation of information and communication technologies comes from theoretical view that the size of the enterprise is important organizational factor (Blau and Schoenherr 1971; Mintzberg 1980). Other organizational features, such as decentralization, work division, departmentalization and coordination are related to information and communication technologies (Bloomfield & Coombs 1992; Čudanov 2007), so it is rational to create hypothesis that organizational size can be related to ICT.

2. Methods

Most common enterprise size indicators are total number of employees, total assets and enterprise income. For the purpose of this article we accepted all three indicators and started from classification of small, medium sized and large enterprises, according to Serbian law that uses:

- Average number of employees
- Total income
- Assets value stated in financial report in last business year

This division has been widened by "Micro" category, that have two out of three conditions: less than 10 employees, total income less than 50 milion od RSD (circa 500,000 EUR) and assets under 10 milion of RSD (Circa 100,000EUR). Small enterprises are those that comply with two out of three conditions: number of employees is between 10 and 50, income between 50 and 225 million of RSD (circa 500,000-2,25million EUR) and assets between 10 and 90 million of RSD (circa 100,000-900,00EUR). Medium enterprises are those that comply with two out of three conditions: between 50 and 250 employees, income
between 225 and 900 milion of RSD (circa 2,25-9 milion EUR) and assets between 90 and 450 milion of RSD (circa 900,000-4,500,000EUR). Large enterprises are those that comply with at least two of three conditions: more than 250 of employees, income above 900 milion of RSD (circa 9 milion EUR) and assets value above 450 milion of RSD (circa 4,5 milion EUR).

This division resulted in following distribution of enterprises, with organizations sorted into industries:

<table>
<thead>
<tr>
<th>Size/industry</th>
<th>ICT</th>
<th>Production</th>
<th>Commerce</th>
<th>Services</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Micro</td>
<td>6</td>
<td>7</td>
<td>3</td>
<td>5</td>
<td>21</td>
</tr>
<tr>
<td>Small</td>
<td>3</td>
<td>8</td>
<td>2</td>
<td>4</td>
<td>17</td>
</tr>
<tr>
<td>Medium</td>
<td>2</td>
<td>7</td>
<td>8</td>
<td>3</td>
<td>20</td>
</tr>
<tr>
<td>Large</td>
<td>7</td>
<td>1</td>
<td>2</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>11</td>
<td>29</td>
<td>14</td>
<td>14</td>
<td>68</td>
</tr>
</tbody>
</table>

Formula of the composite index is presented in following:

\[
CIICT = \frac{NoC}{NoE} + \frac{NoCC}{NoE} + \sum_{i=1}^{i=8} Cfi \cdot \prod_{i=1}^{i=8} \left( \frac{NoCC}{NoE} + Cf_i \right) + CDB + DBA
\]

Where mentioned factors mean:

- **NoC**: Number of categories
- **NoCC**: Number of categories
- **NoE**: Number of employees
- **Cfi**: Category factor
- **CDB**: Category database
- **DBA**: Database analysis
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CIICT = Composite index of ICT adoption in company;
NoC  = Number of computers in the company;
NoE  = Number of employees in the company;
NoCC = Number of computers connected to internal network in the company;
Cfi  = Coverage of enterprise function by ICT, where for different values of \( i \) functions are:
  1 - human resources, 2 – accountancy, 3 – financial, 4 – technical, 5 – commercial, 6 – administrative, 7 – legal, 8 – protection; Coverage of business function was estimated by IT staff, functional staff and top managements as percentage of usual job in that function supported by ICT existing in the organization
CDB  = Existence of integrated company database (0=no, 1=yes)
DBA  = Database administrator present (0=no, 1=yes)

After that, average values and variance has been analyzed to observe differences between groups. Additional descriptive statistics have been analyzed, also. Further sample has been analyzed by ANOVA method of variance analysis, tolerant for small variations of sample from normal distribution. In this case those variations were result of larger number of groups in total sample.

3. Results

First group of enterprises that has been distinguished by the value of composite index of ICT adoption consists of 17 small enterprises with very low value of that index - 4,12. This value can be explained by lack of resources needed for coverage of small business by information and communication technologies. Business of small enterprise is significally more complex than in micro enterprises, although sole number of employees does not lead to such conclusion. It must be valued that complexity of such systems is more exponentially than linearly rises in accordance with rise in number of employees. Companies with up to 50 employees are in average much more complex systems compared to companies with up to 10 employees, because such companies represent heterogeneous business systems, that most often cover all basic business functions, like finance, production (or services) and sales, and such complexity demands significant support of information and communication technologies compared to micro enterprises. Low values of standard deviation give us good confidence about small variations of low value of composite index of ICT adoption.

Micro enterprises have significantly larger value of composite index of ICT adoption. Its value is 20,86, but high standard deviation of 41,95 implies that appliance of information and communication technologies has much more oscillations in such systems. It is assumed that such oscillation is due to large differentiation in micro business orientation toward ICT, that is largely dependable on industry and attitude of the owner towards ICT. High value of that index originates in simplicity of coverage of micro business with information and communication technologies. In accordance to division presented in methods section, micro enterprises are often organizations or even single entrepreneurs that perform single business function, without structurally differentiated departments that increase complexity of the system. Such business can be supported by simple patterns that can be created in mass accessible software. In simple business systems large number of administrative tasks can be performed su t ICT support from MS Office® applications or similar software alternatives, among which some are distributed free of charge as "open source" software. So it is reasonable to say that Cfi, or "Coverage of enterprise function by
ICT can be fully or mostly covered in most of the human resources, accountancy, financial, technical, commercial, administrative, legal, protection functions of micro business. Further study of such potentials can improve communication and collaboration, within organization or outside its boundaries.

Third group of enterprises is consisted by medium and large enterprises. Those enterprises have high and very similar values of composite index of ICT (respectively 34,28 and 34, 65). Standard deviation is very high, respectively 79,30 and 86,62. Such values imply relatively better position that medium and large enterprises have in appliance of ICT, but such results should be observed with reserve, because sample is consisted of transitional companies, and some conclusions might be different in developed economies, where small and medium enterprises have large tradition and stronger resource support than in transitional countries. In context of transitional countries, however, like Serbia, Bulgaria or Romania, such results are largely confirmed by business practice. Medium and large enterprises have enough resources to try to achieve competitive advantage, and often include ICT as a tool for such goal, while small and micro enterprises resort to comparative advantage, local scope and small market niches, that do not demand implementation of ICT. Following table represents results of descriptive statistical analysis of our sample.

<table>
<thead>
<tr>
<th></th>
<th>N</th>
<th>Average</th>
<th>Std. deviation</th>
<th>Std. error</th>
<th>95% interval of confidence for average value</th>
<th>Min.</th>
<th>Max.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>low bound.</td>
<td>high bound.</td>
<td></td>
</tr>
<tr>
<td>Micro</td>
<td>20</td>
<td>20,86</td>
<td>41,95321</td>
<td>9,38</td>
<td>1,22</td>
<td>40,49</td>
<td>.14</td>
</tr>
<tr>
<td>Small</td>
<td>17</td>
<td>4,12</td>
<td>3,25391</td>
<td>.79</td>
<td>2,44</td>
<td>5,79</td>
<td>.24</td>
</tr>
<tr>
<td>Medium</td>
<td>20</td>
<td>34,28</td>
<td>79,30483</td>
<td>17,73</td>
<td>-2,83</td>
<td>71,40</td>
<td>1,36</td>
</tr>
<tr>
<td>Large</td>
<td>10</td>
<td>34,65</td>
<td>86,62009</td>
<td>27,39</td>
<td>-27,31</td>
<td>96,62</td>
<td>1,39</td>
</tr>
<tr>
<td>Total</td>
<td>67</td>
<td>22,68</td>
<td>59,12052</td>
<td>7,22</td>
<td>8,26</td>
<td>37,10</td>
<td>.14</td>
</tr>
</tbody>
</table>

Further analysis by ANOVA is did not confirm that observed differences are statistically significant, but non-parametric test have indicated statistical significance. That directs us toward possible repetition of such experiment on larger set of enterprises. Mixed results have also been observed by Lee and Xia (2006) 20, and they explained such results by unclear definition of factors of IT innovation, that is only part of ICT implementation in organization.

4. Discussion

Results of this study indicate that size of the organization and implementation of ICT in that organization are connected. Usual approach regarded average number of employees as independent variable, while the other indicators are regarded as dependent. The situation which changed by automation, reengineering and „dot.com“ boom caused the change of such attitude, and excessive agitation of influence that information and communication technologies have on the size of the enterprise, but the crash of dot.com concept that among other propagated flat and small organizations partly moderated that
attitude. However, positive examples of companies which survived dot.com crash indicate the change of traditional relations of these values.

Information and communication technologies appliance and change in company size can be observed in the light of other global economic shifts. Shifting the focus of from the manufacturing to service economy caused appearance of great number of new trends, like making values in services is often possible with less human work then in manufacturing. Many enterprises that do business on Internet are totally based on information and communication technologies and have unusually small number of employees. Virtual enterprise concept enabled by ICT change classical definition of organization, like there is no building with offices in which these workers work. A few people can maintain the web site at home or sit in a rented business premise, achieving business results which are in clusters with enterprises which have several tenths times more employees. Influence of information technology to the size of enterprise is realized indirectly through better interior communication, bigger inter-organizational cooperation and more possibilities of outsourcing.

Nevertheless, our consulting experience concluded that there is no significant long term reduction in number of required employees in particular company as a result of information and communication technologies adoption. Osterman (1986) believes that information technologies have tendency to increase number of required employees for a period of several years after it’s introduction. In such case information and communication technologies use potential of increased productivity not to reduce the number of required workers but to cope with increased amount of work. In some cases information and communication technologies complement rather than replace work force, in particular white collar work force.

Theoretical approaches that connect information technology with all indicators of enterprise size date from the period of the first half of 1970's of last century, before boom of Internet and information technologies utilization. Even in 1973 Arrow regarded market and enterprises like entities which at the first place analyze information, what Galbraith (1977) clearly confirmed in his studies. This stand point implies that information and communication technologies must have important influence to all parameters of the enterprise. It was noticed the tendency that size of the enterprise shown in the number of employees significantly decrease from 1970's of last century, while until the 1970's, this trend was opposite (Piore & Sabel, 1984). It is interesting that this trend linearly is not followed by other indicators of growth, especially total revenue of enterprise. A lot of studies connected ICT related factors with organizational performance (Weil 1994; Wilcocks 1999; Čudanov et al. 2007). It was announced by the American bureau for job statistic that from the period of 1980 until 1986, enterprises with less then 100 employees created more then six million new jobs, while the enterprises with more then 1000 employees dismissed more then one and the half million workers. From 1980, many studies which have been published examine correlation between the facts that, in global, enterprise size is considerably decreasing, but the enterprise profit share invested into information technologies is considerably increasing.

Confirmation of such trend can be found in vivid example of Google inc. which was founded in 1997. After eight years, specific philosophy of doing business lead the company from total number of employees of 2 to 3.021 employee in December 2004 (which was sudden increase compared with 2.668 in September 2004), with total assets of
3,313,351,000 USD and total revenue of 1,032,000,000 USD. In 2008, the company earned 21,795,550,000 USD of total revenue, owned 31,767,575,000 USD of total assets but increased the number of employees only on 19,665. The reduction of the size of the organization influenced by information and communication technology is a trend that is also noticed in the companies not directly linked to the e-business or Internet. Development of information and communication technologies automated many processes. The reduction of participation of human labor increased productivity and ranked ICT among the strategic advances of the company. These enterprises have less employees compared to the industrial average. Re-engineering of many processes in classic branches of doing business enables finishing more work with less people. ERP systems, automatic systems of purchase or some instruments of e-business additionally automate supporting systems, further reducing the need for administrative and supportive staff. Information and communication technologies are also one of the factors which enabled virtual and network organization structures.

Major influence paths of ICT on the size of the enterprise includes outsourcing and automation. First is largely connected to the distribution of added value among several smaller entities, while second aims at increasing efficiency and decreasing input of human work in processes.Potentials of the information and communication technologies improve the practice of the outsourcing of some activities. Analyzing the costs of transactions described by Williamson (1979) enables us to determine effective limits of the company, and the general trend of their reduction is explained through the factors of reducing the expenses of the external coordination, which is in fact influenced by ICT. On the other hand, information systems are usually made with the purpose of improving the internal, not the external coordination, and improving the internal coordination is one of the factors that should result in lower costs of these activities, and in the larger companies, which rather decide on production than on purchase of goods and favors. Reducing the costs of the external coordination is easily correlated with the decrease of an average size of the company. Even though the ICT cannot eliminate opportune behavior, they can diminish the problems created by such opportunism, and, primarily, can decrease the rational limitations that participants in the market have. Reducing the costs of activities related to gathering valid information and administrative activities that are affected by coordination with external suppliers, informational technologies cut down the costs of the external transactions.

If the products or services are specific, despite of the positive influence of the information technology, at some limit external coordination becomes inefficient and leads to the practice of expanding the effective limits of the company. But ICT can reduce the expenses of the external coordination through the change in the specifications of the goods that are objects of the trade. If the techniques that are enabled by the development of the information and communication technologies are used, costs for specifications of the goods and external coordination are diminished. Significant examples for this can be found in the car manufacturing industry, which was, for a longer period of time, in the first plan of the automation. When Nissan, for example, built their new factory in Sunderland, in north England, they invited their biggest suppliers to build their own factories in the circle around Nissan’s factory area and in that way become a part of Nissan’s production control system. The goal that illustrates trend of smaller enterprise by outsourcing was that suppliers deliver their parts directly to the production line, in order to save on the storage space and handling expenses. Not only that information system imposed reduced size of one large car
manufacturing entity to web of interconnected companies, but also size of those companies was reduced due to new collaboration technologies that were not so work intensive.

As global trend, compensation of the reduction of the costs of internal coordination could be explained through the process of globalization, which is also partly backed by modern information and communication technologies. Even though the costs of finding the supplier, negotiating, contracting and payment can be higher than the costs of internal coordination, growth of the range of requests can give the supplier the economic advantage. Reducing both internal and external expenses of the transactions reduces the importance of the dimension that favors the production within the company’s own limits. The impact of these two factors in practice manifests itself by reducing the size of the company, but also by reducing the average added value by company, which is easily experimentally verified in the countries that base their tax systems on added value. Correlation has been confirmed in many empirical analyses which deal with both global changes in these values during the past period, and the connection of these values with the information and communication technologies in the company.

Second main path of relation between size of the organization and application of information and communication technologies is automation. The automation is the concept driving economic development since the beginning of Industrial revolution, and most often defined as a decrease of participation of human labor in manufacture, and increase of machine automatic performance (Dulanović & Jaško 2006)\textsuperscript{30} Although clearly separated from mechanization, automation has connections with it, and its roots are from mechanical automation which wider use started with Industrial revolution. Information and communication technologies have potentials of automation of different tasks that include handling and processing data. Since this description covers wide range of organizational tasks, it could be said that the majority of business can be improved by information and communication technologies intermediary, through the supporting tools, and great number of tasks would be totally or partly automated or eliminated in accordance with the reengineering approach (Hammer 1990)\textsuperscript{31}.

Original appliance of computers in automation was based on text processing, calculations and reporting, as well as request processing. Dominate direction was automation of simple, routine tasks. That kind of automation routine is actually the most important part of any system based on computer – even of the systems which seems to deal with different matter. The systems based on the computer generally connecting specific routines on two levels: closed routines «hidden» in functions of inside applied program and opened routines which incorporate dialogues with users and structure their work. Potentials of the first group are often much smaller then the potentials of the other group, where attained synergy value of human factor extremely fast computer routine implementation.

Among numerous examples of automation aided by ICT is Fujicu factory which covering 20 000 square meters with 82 employees in daily shift, and only one operator in control room during night. His only task is to supervise industrial robots and automatic machine tools from control room. Traditional factory of the same size would employ ten times more workers. The automation of services gives even more possibilities. Particularly, works which as service include information – and this kind of works dominate in modern global economy, represent very good basis for automation. Administrative work in all companies, regardless of industry, is also automated. That complies with the claim that information and communication technologies significantly aid automation both in material
production (especially factory production), non-material production or services – every product or service which consists of information, data procession or data forwarding and internal trade administration (Groth, 1999) but also connected to outsourcing path automation of external and internal transactions as consequence of wider appliance of network models.

5. Conclusion

This research concludes that although theoretical and empirical researcher have shown that ICT reduces size of the company, medium and large companies adopt ICT with highest intensity. Size reduction is best described by the studies of Brynjolfsson et al. (1994). The impact of information and communication technologies has also been studied through the total income of sales by companies that manufacture, which is expressed in the net sales price, including all the discounts. If the capital invested in informational technologies doubles, and all other values are observed as constants, the sale of the company reduces by 13%. Also there is significant correlation with 99.9% certainty, by which double value of the capital invested in informational technologies means 12% of reduction in added value of a company. This does not mean that investing in informational technologies negatively affects company's business. In the context of these results, we can recognize that this impact of the informational technology is directly linked to creating network models of organization and separating large vertically integrated companies into the smaller, more flexible entities.

It is logical that large enterprises which have potential to utilize ICT become leaders of ICT adoption, but also to decrease size toward medium enterprises, that keep high ICT adoption. Small organizations, at least in transitional countries, do not show high level of ICT use in average, but especially in smallest, micro organizations there can be extreme examples both of high and low ICT use, whish is in such companies more dependent on other organizational factors.
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Abstract: The operational environments in which information management systems operate determine the existence of complex situations. Consequently, the command and control flow can take different paths, which involve different “sets” of activities. Each of those activities is associated with a specific software application set, known as Application Software Tools (ASTs). An operational profile represents a sequence of specific processing of distinct activities (from a functional point of view), based on specific Application Software Tools and with a certain time limit interval. Each operational profile has associated a probability of occurrence.

Each activity is performed during a specified period of time, with specific sets of ASTs. Totality resulting AST specification due to operational profiles crowd formed a mission specific software application system, also known as a Mission Specific Tools Set (MSTS). Each MSTS’s element fulfill functions that meet the corresponding command and control activities, found in the form of lists of features of the system operational profile.

The aim of this paper is to present an original MSTS reliability model, which combines the modelling approach based on operational profiles with Rome Research Laboratory software reliability modeling methodology. In this way, it was realized a dual representation of application set’s reliability that quantifies its level of reliability and also the associated weights of each application. The final goal was to offer an adequate basis for the process of reliability growth.

This paper is also going to provide a calculus example of MSTS system reliability using a representative U.S. Navy C4ISR system’s combat action (Time Critical Targeting). The case study demonstrates the validity and the usefulness of the model in order to increase the system’s reliability.

Key words: Reliability modeling; Increase of software applications reliability; Operational profiles; Application software tools; Mission Specific Tools Set
Introduction

Information management systems realize the processing of specific information necessary to conduct modern battlefield complex command and control activities, in order to ensure the success in battle. For mission-oriented software development it is necessary the modularization of the command and control activities and sub activities.

Generally, the operational profile can be defined as a quantitative characterization of the software usage, depending on the input space values. A profile consists of an independent possibilities set and their associated occurrence probabilities [6]1.

The operational environments in which information management systems operate determine the existence of complex situations, characterized by a great diversity of information, inputs, actualization operations etc. Consequently, the command and control flow can take different paths, which involve different “sets” of activities. Each of those activities is associated with a specific software application set, known as Application Software Tools (ASTs).

Speaking about information management systems, an operational profile represents a sequence of specific processing of distinct activities (from a functional point of view), based on specific Application Software Tools and with a certain time limit interval. Each operational profile has associated a probability of occurrence.

Each activity is performed during a specified period of time, with specific sets of ASTs. Totality resulting AST specification due to operational profiles crowd formed a mission specific software application system, also known as a Mission Specific Tools Set (MSTS).

Each MSTS’s element fulfill functions that meet the corresponding command and control activities, found in the form of lists of features of the system operational profile.

Calculation of MSTS system reliability will be subject to of following paragraph.

Calculation of MSTS system reliability

MSTS system reliability prediction and growth requires a dual core computing. This approach is driven by the possibility of joint activities under different distinct operational profiles.

The calculation relations are:

\[ R_{MSTS} = \sum_{k=1}^{N_p} p_k R_k \]  

in which

- \( p_k \) - Occurrence probability of the k operational profile;
- \( R_k \) - Reliability of the k operational profile;
- \( N_p \) - Number of operational profiles.

The first relationship is based on the fact that each operational profile is associated with an occurrence probability [2].

Notation
\[ \alpha = \{ \alpha_i ; i = 1, N_\alpha \} = \text{the set of MST activities}; \]
\[ \alpha(k) = \{ \alpha_i \in \alpha ; \alpha_i \text{ belongs to the k profile} \}, \text{ ranked in ascending order of execution in the profile}; \]
\[ \varphi = \{ \text{AST} : \text{AST is an instrument of the MSTS} \}; \]
\[ \varphi(\alpha_i) = \{ \text{AST} \in \varphi ; \text{AST serves } \alpha_i \}; \]

\( \text{AST} = \text{specific software application sets.} \)

Then
\[ R_k = \prod_{\alpha_i \in \alpha(k)} R_{\alpha_i} \left( t_{\alpha_i}^" - t_{\alpha_i}^' \right) \] (2)
in which
\[ t_{\alpha_i}^" = \text{the beginning moment of activity } \alpha_i; \]
\[ t_{\alpha_i}^' = \text{the ending moment of activity } \alpha_i. \]

and where
\[ R_{\alpha_i} \left( t_{\alpha_i}^" - t_{\alpha_i}^' \right) = \prod_{\text{AST} \in \varphi(\alpha_i)} R_{\text{AST}} \left( t_{\alpha_i}^" - t_{\alpha_i}^' \right) \] (3)
where
\[ R_{\text{AST}} \left( t_{\alpha_i}^" - t_{\alpha_i}^' \right) = e^{-\lambda_{\text{AST}} \left( t_{\alpha_i}^" - t_{\alpha_i}^' \right)} \] (4)
\[ \lambda_{\text{AST}} \left( t_{\alpha_i}^" - t_{\alpha_i}^' \right) = \sum_{\text{AST}} \lambda_{\text{AST}} \] (4bis)

The second calculation relation of MSTS system reliability is:
\[ R_{\text{MSTS}}^{\text{dual}} = \prod_{k=1}^{N_p} R_k \] (1 dual)
can be transformed as
\[ R_{\text{MSTS}}^{\text{dual}} = \prod_{\text{AST} \in \varphi} R_{\text{AST}}^* \] (5)
in which \( R_{\text{AST}}^* \) is the product of all factors in the formula (1 dual) that correspond to the same AST.

Note:
\[ R_{\text{AST}}^* = R_{\text{AST}} \text{ in case the AST appears one time in the formula (1 dual) and} \]
\[ R_{\text{AST}}^* \neq R_{\text{AST}}, R_{\text{AST}}^* < R_{\text{AST}} \text{ otherwise.} \]

This dualism is needed when profiles include joint activities. Using the first formula for calculating the reliability \( R_{\text{MSTS}} \) (in which components may occur several times) can provide the specification requirements for MSTS system reliability assessment and correspondence with the reliability requirements [1].
Also, MSTS system reliability calculation using the second relation \( R^{\text{dual}}_{\text{MSTS}} \) provides the possibility to organize the process of reliability growth, to meet the requirements specified. Thus in the calculation of reliability can be calculated weights \( \Pi_{\text{AST}} \) associated with AST and determined their influence.

\[
\Pi_{\text{AST}} = \ln R^*_\text{AST} / \ln R^{\text{dual}}_{\text{MSTS}}
\]  

(6)

followed by the increasing ordering of the resulting string of weights \( \{\Pi_{\text{AST}} : \text{AST} \in \phi\} \), to highlight the order of priorities in addressing the growth of MSTS reliability. In this way can be highlighted MSTS components unsatisfactory in terms of reliability, so giving a good support to system software designers to eventually redesign it (if required) in the process of reliability growth.

In what follows, we present an example of calculating the MSTS system reliability, for the most common case in practical operation of the information management systems, in which under different operational profiles are common joint activities.

**Case study**

Depending on the nature, size and membership of the information management systems to a category of forces or other, command and control activities can have a high degree of specificity. In [3] there have been listed a number of typical command and control activities, and the general categories from which they belong. Also, in case of large information management systems analysis (e.g. national level), identification and analysis of all activities can be difficult.

For this reason, we calculate the MSTS system reliability [4] using for example one of the U.S. Navy C4ISR system’s combat action. For this, it is necessary a brief overview of the C4ISR system and command and control activities related to combat action “Time Critical Targeting” [5].

U.S. Navy uses various systems against naval and air targets, with different C4ISR systems providing guidance. The flow of activities involved was analyzed, in order to optimize command and control activities, eliminate the overlapping functionality and ensure interoperability of systems.

**Table 1.** The main command and control sub activities, related with the combat action “Time Critical Targeting”

<table>
<thead>
<tr>
<th>Current issue</th>
<th>Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.1.</td>
<td>Analysis of surveillance and reconnaissance data list</td>
</tr>
<tr>
<td>2.1.</td>
<td>Reconcile target combat priorities</td>
</tr>
<tr>
<td>2.2.</td>
<td>Determine sensor availability</td>
</tr>
<tr>
<td>2.3.</td>
<td>Task sensor</td>
</tr>
<tr>
<td>2.4.</td>
<td>Collect data</td>
</tr>
<tr>
<td>3.1.</td>
<td>Detect target</td>
</tr>
<tr>
<td>3.2.</td>
<td>Determine environment</td>
</tr>
<tr>
<td>3.3.</td>
<td>Tracking and positioning the target</td>
</tr>
</tbody>
</table>
The flow of command and control activities related to combat action “Time Critical Targeting” (according to Table 1) is shown in Figure 1.

**Figure 1.** Scenario of C2 sub activities related to “Time Critical Targeting” combat action

AST names associated with sub activities are not relevant to the proposed goals. We present in terms of quantity the correlation between sub-C4ISR activities contained in Figure 1 and the number of software modules providing support to their deployment (Figure 2).

Typically, each operational profile of C4ISR activities is a chain of sequential actions. Application software tools sets are executed sequentially and/or competitive (exits a set representing the input for another set).
Figure 2. Graph of the number of software modules providing support to consisting sub-activities of “Time Critical Targeting” activity

We analyze the scenario of C4ISR sub activities related to “Time Critical Targeting” combat action (figure 1) to determine the operational profiles [4]. As a working hypothesis, we consider the entry of only one aircraft in the system (potential target) and use those numbers to each activity according to figure. The data related with operation of system’s software modules (values estimated for failure rates by type of software modules and times of activation, i.e., completion) were altered to serve for illustration purposes.

**Step 1**

Determine operational profiles (sequences of activities):

- **profile 1** (target entry into the system, fight and destroy it)
  
  
  $$(1.1) \rightarrow (2.1) \rightarrow (2.2) \rightarrow (2.3) \rightarrow (2.4) \rightarrow (3.1) \rightarrow (3.2) \rightarrow (3.3) \rightarrow (3.4) \rightarrow (4.1) \rightarrow (4.2) \rightarrow (4.3) \rightarrow (4.4) \rightarrow (4.5) \rightarrow (5.1) \rightarrow (5.2) \rightarrow (5.3) \rightarrow (6.1) \rightarrow (6.2) \rightarrow (6.3)$$

- **profile 2** (target already challenged but still undamaged)
  
  
  $$(4.2) \rightarrow (4.3) \rightarrow (4.4) \rightarrow (4.5) \rightarrow (5.1) \rightarrow (5.2) \rightarrow (5.3) \rightarrow (6.1) \rightarrow (6.2) \rightarrow (6.3)$$

- **profile 3** (target already challenged, still undamaged and emerged from the initial radar surveillance sector)
  
  
  $$(2.1) \rightarrow (2.2) \rightarrow (2.3) \rightarrow (2.4) \rightarrow (3.1) \rightarrow (3.2) \rightarrow (3.3) \rightarrow (3.4) \rightarrow (4.1) \rightarrow (4.2) \rightarrow (4.3) \rightarrow (4.4) \rightarrow (4.5) \rightarrow (5.1) \rightarrow (5.2) \rightarrow (5.3) \rightarrow (6.1) \rightarrow (6.2) \rightarrow (6.3)$$

Each C4ISR activity is done through a variable number of specific sets of software applications (AST). In turn, each AST consists of a variable number of independent software modules executed competitively (Table 2), whose characteristics are presented in Table 3.
Table 2. Correspondence between C4ISR activities, specific sets of software applications and number of software modules

<table>
<thead>
<tr>
<th>C4ISR activities</th>
<th>Specific sets of software applications (AST)</th>
<th>Number of software modules</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.1.</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>2.1.</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>2.2.</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>2.3.</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>2.4.</td>
<td>8</td>
</tr>
<tr>
<td>2</td>
<td>3.1.</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>3.2.</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>3.3.</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>3.4.</td>
<td>11</td>
</tr>
<tr>
<td>3</td>
<td>4.1.</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>4.2.</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>4.3.</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>4.4.</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>4.5.</td>
<td>5</td>
</tr>
<tr>
<td>4</td>
<td>5.1.</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>5.2.</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>5.3.</td>
<td>9</td>
</tr>
<tr>
<td>5</td>
<td>6.1.</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>6.2.</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td>6.3.</td>
<td>7</td>
</tr>
</tbody>
</table>

Step 2
We calculate for each AST the average failure rate and the reliability during operation.

We present detailed calculations for AST 1.1 and AST 2.1, following that for others to mention only the final results.

The average failure rate for AST is calculated using the equation:

\[ \lambda_{AST} = \sum_{i=1}^{m} \lambda_{AST_i} \]

where

\( m = \text{number of competitive active software modules corresponding to AST} \)

\[ \lambda_{AST1.1} = \sum_{i=1}^{m} \lambda_{AST_i} = (3 + 6 + 2 + 8 + 4 + 8) \times 10^{-5} = 0,00031 \text{ hours}^{-1} \]

\[ \lambda_{AST2.1} = \sum_{i=1}^{m} \lambda_{AST_i} = (3 + 6 + 3 + 7 + 8 + 7 + 8 + 3) \times 10^{-5} = 0,00045 \text{ hours}^{-1} \]

Reliability function will be:

\[ R_{AST1.1} = e^{-\lambda_{AST1.1}} = e^{-0,00031} = 0,99969 \]

\[ R_{AST2.1} = e^{-\lambda_{AST2.1}} = e^{-0,00045} = 0,99955 \]

Table 4 presents values of average failure rates and reliability of specific application software sets.
<table>
<thead>
<tr>
<th>AST</th>
<th>Types of software modules</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.1</td>
<td>Activation time</td>
<td>0</td>
<td>45</td>
<td>200</td>
<td>300</td>
<td>800</td>
<td>900</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Completion time</td>
<td>45</td>
<td>200</td>
<td>300</td>
<td>800</td>
<td>900</td>
<td>1000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Failure rate (x10^-5)</td>
<td>3</td>
<td>6</td>
<td>2</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.2</td>
<td>Activation time</td>
<td>0</td>
<td>50</td>
<td>100</td>
<td>250</td>
<td>400</td>
<td>600</td>
<td>750</td>
<td>980</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Completion time</td>
<td>50</td>
<td>100</td>
<td>250</td>
<td>400</td>
<td>600</td>
<td>750</td>
<td>980</td>
<td>1200</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Failure rate (x10^-5)</td>
<td>3</td>
<td>6</td>
<td>3</td>
<td>7</td>
<td>8</td>
<td>7</td>
<td>8</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.1</td>
<td>Completion time</td>
<td>55</td>
<td>100</td>
<td>150</td>
<td>300</td>
<td>500</td>
<td>650</td>
<td>800</td>
<td>1050</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Activation time</td>
<td>0</td>
<td>45</td>
<td>200</td>
<td>300</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Completion time</td>
<td>45</td>
<td>200</td>
<td>300</td>
<td>600</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Failure rate (x10^-5)</td>
<td>2</td>
<td>8</td>
<td>4</td>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.4</td>
<td>Completion time</td>
<td>0</td>
<td>70</td>
<td>160</td>
<td>250</td>
<td>450</td>
<td>600</td>
<td>900</td>
<td>1000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Activation time</td>
<td>0</td>
<td>115</td>
<td>200</td>
<td>300</td>
<td>500</td>
<td>700</td>
<td>1000</td>
<td>1150</td>
<td>1240</td>
<td>1350</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Completion time</td>
<td>115</td>
<td>200</td>
<td>300</td>
<td>500</td>
<td>700</td>
<td>1000</td>
<td>1150</td>
<td>1240</td>
<td>1350</td>
<td>1500</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.1</td>
<td>Activation time</td>
<td>0</td>
<td>85</td>
<td>200</td>
<td>400</td>
<td>700</td>
<td>900</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Completion time</td>
<td>85</td>
<td>200</td>
<td>400</td>
<td>700</td>
<td>900</td>
<td>1000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Failure rate (x10^-5)</td>
<td>2</td>
<td>4</td>
<td>4</td>
<td>2</td>
<td>5</td>
<td>7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.3</td>
<td>Completion time</td>
<td>50</td>
<td>150</td>
<td>300</td>
<td>450</td>
<td>700</td>
<td>860</td>
<td>940</td>
<td>1025</td>
<td>1200</td>
<td>1350</td>
<td>1420</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Activation time</td>
<td>0</td>
<td>100</td>
<td>150</td>
<td>300</td>
<td>450</td>
<td>700</td>
<td>840</td>
<td>930</td>
<td>1000</td>
<td>1150</td>
<td>1320</td>
<td>1450</td>
<td>1600</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Completion time</td>
<td>100</td>
<td>150</td>
<td>300</td>
<td>450</td>
<td>700</td>
<td>840</td>
<td>930</td>
<td>1000</td>
<td>1150</td>
<td>1320</td>
<td>1450</td>
<td>1600</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Failure rate (x10^-5)</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>8</td>
<td>6</td>
<td>2</td>
<td>4</td>
<td>3</td>
<td>7</td>
<td>4</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.4</td>
<td>Completion time</td>
<td>0</td>
<td>85</td>
<td>150</td>
<td>250</td>
<td>500</td>
<td>600</td>
<td>850</td>
<td>930</td>
<td>1020</td>
<td>1250</td>
<td>1450</td>
<td>1590</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Activation time</td>
<td>85</td>
<td>150</td>
<td>250</td>
<td>500</td>
<td>600</td>
<td>850</td>
<td>930</td>
<td>1020</td>
<td>1250</td>
<td>1450</td>
<td>1590</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Failure rate (x10^-5)</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>7</td>
<td>5</td>
<td>6</td>
<td>1</td>
<td>8</td>
<td>5</td>
<td>8</td>
<td>7</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.4</td>
<td>Activation time</td>
<td>0</td>
<td>50</td>
<td>100</td>
<td>200</td>
<td>400</td>
<td>650</td>
<td>800</td>
<td>900</td>
<td>1050</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Completion time</td>
<td>50</td>
<td>100</td>
<td>200</td>
<td>400</td>
<td>650</td>
<td>800</td>
<td>900</td>
<td>1050</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Failure rate (x10^-5)</td>
<td>3</td>
<td>5</td>
<td>6</td>
<td>5</td>
<td>3</td>
<td>4</td>
<td>2</td>
<td>7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.5</td>
<td>Activation time</td>
<td>0</td>
<td>95</td>
<td>200</td>
<td>350</td>
<td>600</td>
<td>900</td>
<td>1100</td>
<td>1260</td>
<td>1450</td>
<td>1600</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Completion time</td>
<td>95</td>
<td>200</td>
<td>350</td>
<td>600</td>
<td>900</td>
<td>1100</td>
<td>1260</td>
<td>1450</td>
<td>1600</td>
<td>1800</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Failure rate (x10^-5)</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>6</td>
<td>4</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.1</td>
<td>Activation time</td>
<td>0</td>
<td>65</td>
<td>200</td>
<td>500</td>
<td>800</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Completion time</td>
<td>65</td>
<td>200</td>
<td>500</td>
<td>800</td>
<td>900</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Failure rate (x10^-5)</td>
<td>3</td>
<td>3</td>
<td>5</td>
<td>6</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.2</td>
<td>Completion time</td>
<td>0</td>
<td>115</td>
<td>200</td>
<td>350</td>
<td>800</td>
<td>900</td>
<td>1100</td>
<td>1300</td>
<td>1780</td>
<td>2000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Activation time</td>
<td>0</td>
<td>115</td>
<td>200</td>
<td>350</td>
<td>800</td>
<td>900</td>
<td>1100</td>
<td>1300</td>
<td>1780</td>
<td>2000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Failure rate (x10^-5)</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>6</td>
<td>8</td>
<td>9</td>
<td>2</td>
<td>6</td>
<td>6</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.3</td>
<td>Activation time</td>
<td>0</td>
<td>100</td>
<td>300</td>
<td>500</td>
<td>700</td>
<td>900</td>
<td>1000</td>
<td>1200</td>
<td>1290</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Completion time</td>
<td>100</td>
<td>300</td>
<td>500</td>
<td>700</td>
<td>900</td>
<td>1000</td>
<td>1200</td>
<td>1290</td>
<td>1500</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Failure rate (x10^-5)</td>
<td>6</td>
<td>2</td>
<td>3</td>
<td>8</td>
<td>3</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.1</td>
<td>Activation time</td>
<td>0</td>
<td>55</td>
<td>120</td>
<td>450</td>
<td>670</td>
<td>800</td>
<td>895</td>
<td>975</td>
<td>1056</td>
<td>1170</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Completion time</td>
<td>55</td>
<td>120</td>
<td>450</td>
<td>670</td>
<td>800</td>
<td>895</td>
<td>975</td>
<td>1056</td>
<td>1170</td>
<td>1300</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Failure rate (x10^-5)</td>
<td>2</td>
<td>3</td>
<td>6</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.2</td>
<td>Activation time</td>
<td>0</td>
<td>105</td>
<td>200</td>
<td>350</td>
<td>600</td>
<td>800</td>
<td>980</td>
<td>1100</td>
<td>1200</td>
<td>1350</td>
<td>1440</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Completion time</td>
<td>105</td>
<td>200</td>
<td>350</td>
<td>600</td>
<td>800</td>
<td>980</td>
<td>1100</td>
<td>1200</td>
<td>1350</td>
<td>1540</td>
<td>1565</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Failure rate (x10^-5)</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>6</td>
<td>8</td>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 4. Values of average failure rates and reliability of specific application software sets

<table>
<thead>
<tr>
<th>AST</th>
<th>$\lambda_{AST}$</th>
<th>$R_{AST}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.1</td>
<td>0.00031</td>
<td>0.99969</td>
</tr>
<tr>
<td>2.1</td>
<td>0.00045</td>
<td>0.99955</td>
</tr>
<tr>
<td>2.2</td>
<td>0.00042</td>
<td>0.99958</td>
</tr>
<tr>
<td>2.3</td>
<td>0.00019</td>
<td>0.99981</td>
</tr>
<tr>
<td>2.4</td>
<td>0.00038</td>
<td>0.99962</td>
</tr>
<tr>
<td>3.1</td>
<td>0.00055</td>
<td>0.99945</td>
</tr>
<tr>
<td>3.2</td>
<td>0.00024</td>
<td>0.99976</td>
</tr>
<tr>
<td>3.3</td>
<td>0.00061</td>
<td>0.99939</td>
</tr>
<tr>
<td>3.4</td>
<td>0.00054</td>
<td>0.99946</td>
</tr>
<tr>
<td>4.1</td>
<td>0.00035</td>
<td>0.99965</td>
</tr>
<tr>
<td>4.2</td>
<td>0.00048</td>
<td>0.99952</td>
</tr>
<tr>
<td>4.3</td>
<td>0.00070</td>
<td>0.99930</td>
</tr>
<tr>
<td>4.4</td>
<td>0.00043</td>
<td>0.99957</td>
</tr>
<tr>
<td>4.5</td>
<td>0.00019</td>
<td>0.99981</td>
</tr>
<tr>
<td>5.1</td>
<td>0.00044</td>
<td>0.99956</td>
</tr>
<tr>
<td>5.2</td>
<td>0.00048</td>
<td>0.99952</td>
</tr>
<tr>
<td>5.3</td>
<td>0.00043</td>
<td>0.99957</td>
</tr>
<tr>
<td>6.1</td>
<td>0.00041</td>
<td>0.99959</td>
</tr>
<tr>
<td>6.2</td>
<td>0.00047</td>
<td>0.99953</td>
</tr>
<tr>
<td>6.3</td>
<td>0.00034</td>
<td>0.99966</td>
</tr>
</tbody>
</table>

Step 3
We calculate the reliability of C4ISR activities $R_{\alpha_i}$.

$$R_{\alpha_i} = \prod_{AST \in \phi(\alpha_i)} R_{AST}$$

$$R_{\alpha_1} = R_{AST1.1} = 0.99969$$
$$R_{\alpha_2} = R_{AST2.1} \times R_{AST2.2} \times R_{AST2.3} \times R_{AST2.4} = 0.99865$$
$$R_{\alpha_3} = R_{AST3.1} \times R_{AST3.2} \times R_{AST3.3} \times R_{AST3.4} = 0.99806$$
$$R_{\alpha_4} = R_{AST4.1} \times R_{AST4.2} \times R_{AST4.3} \times R_{AST4.4} \times R_{AST4.5} = 0.99785$$
$$R_{\alpha_5} = R_{AST5.1} \times R_{AST5.2} \times R_{AST5.3} = 0.99865$$
$$R_{\alpha_6} = R_{AST6.1} \times R_{AST6.2} \times R_{AST6.3} = 0.99878$$

Step 4
The reliability of operational profiles $R_{pk}$ is:
Consider the following values for the operational profiles’ probability of occurrence $p_k$:

- $p_1 = 0.75$
- $p_2 = 0.15$
- $p_3 = 0.10$

**Step 5**

MSTS reliability is:

$$R_{\text{MSTS}} = \sum_{k=1}^{N_k} p_k R_k = p_1 R_1 + p_2 R_2 + p_3 R_3$$

$$R_{\text{MSTS}} = (0.75 \times 0.991625) + (0.15 \times 0.995291) + (0.10 \times 0.991933) = 0.992206$$

If using formula (1dual) for MSTS system’s reliability calculation, we can rewrite step 5, as follows:

**Step 5 (dual)**

MSTS reliability is:

$$R_{\text{MSTS}}^{\text{dual}} = \prod_{k=1}^{N_k} R_k = R_1 \times R_2 \times R_3 = 0.978994$$

Also, there is a new step:

**Step 6**

We calculate the weights $\prod_{\text{AST}}$ associated with each AST using the formula:

$$\prod_{\text{AST}} = \ln R_{\text{AST}}^*/\ln R_{\text{MSTS}}^{\text{dual}}$$

We present detailed calculations for AST 1.1 and AST 2.1 associated weights, following that for others to mention only the final results.

Table 5 present values of weights associated to each specific application software set.

$$\prod_{\text{AST},1.1} = \ln R_{\text{AST},1.1} / \ln R_{\text{MSTS}}^{\text{dual}} = \ln(0.99969)/\ln(0.978994) = 0.036510$$

$$\prod_{\text{AST},2.1} = \ln R_{\text{AST},2.1} / \ln R_{\text{MSTS}}^{\text{dual}} = \ln(0.99955)/\ln(0.978994) = 0.053003$$

$$\prod_{\text{AST},2.2} = \ln R_{\text{AST},2.2} / \ln R_{\text{MSTS}}^{\text{dual}} = \ln(0.99958)/\ln(0.978994) = 0.049470$$

**Table 5. The values of weights associated with application software sets.**

<table>
<thead>
<tr>
<th>AST</th>
<th>$R_{\text{AST}}$</th>
<th>$\prod_{\text{AST}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.1</td>
<td>0.99969</td>
<td>0.036510</td>
</tr>
<tr>
<td>2.1</td>
<td>0.99955</td>
<td>0.053003</td>
</tr>
<tr>
<td>2.2</td>
<td>0.99958</td>
<td>0.049470</td>
</tr>
</tbody>
</table>

**Knowledge Dynamics**
We execute the decreasing ordering of the weights result string.
\[
(\Pi_{AST})_{AST,\sigma} = (\Pi_{4.3}, \Pi_{3.3}, \Pi_{3.1}, \Pi_{3.4}, \Pi_{4.2}, \Pi_{5.2}, \Pi_{6.2}, \Pi_{2.1}, \Pi_{5.1}, \Pi_{4.4}, \Pi_{5.3}, \Pi_{2.2}, \Pi_{6.1}, \Pi_{2.4}, \Pi_{4.1}, \\
\Pi_{6.3}, \Pi_{1.1}, \Pi_{3.2}, \Pi_{2.3}, \Pi_{4.5})
\]

The conclusion offered by the decreasing ordering of this string is that AST4.3 and AST3.3 have the largest weight (influence) on the reliability of the whole, any redesign of the software modules that compose AST4.3 and AST3.3 being highly recommended in the reliability increasing process.
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Abstract: A similarity index is developed in this paper to measure the resemblance of information contained in the websites of several management institutes of India. The data matrix pertaining to information contents of the different websites is populated using indicator variables. A Pair Similarity Index (PSI), for non-mutually exclusive cases, is proposed that can measure the similarity between websites through pairs of observations. A comparison of the proposed similarity index with one such existing index is also done.
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1. Introduction

The World Wide Web has played an important role in presenting the data, even from geographically distant locations, easily accessible to users all over the world. A website is a collection of web pages, consisting of text and images that provide information about a particular topic or organization, twenty four hours a day and seven days a week (Bhattacharjee and Gupta, 2008). Today, it’s a big challenge for management institutes to stay upgraded in global educational environment. Most of the management institutes provide information about students, courses, faculty, staff and facilities available and other details through their websites and accordingly market themselves. All these information are useful for the students, guardians, scholars as they get a bird’s eye view about the institute. Having a website helps the administration of any institute to provide information about their services namely admission, results, rules, placement, etc. and accordingly diminish their
work load to a greater extent.

In India, there are many government and privately run management institutes. Every year, these management institutes are ranked by All India Council of Technical Education (AICTE) based on the institutes Intellectual Capital, Admission and Placements, Infrastructure, Industry Interface and Governance, etc. The proposed study is based on information contained into the websites of 21 top management institutes that were ranked by AICTE in the year 2008. The information contained in the websites of the management institutes were classified into some categories and under each category many attributes are considered. If a particular information, is provided in the institute’s websites then it is coded as “1” and otherwise “0”. In the study independence between the categories are assumed. The main aim of this paper is to develop a Paired Similarity Index (PSI) to study the similarity between any two websites of the management institutes.

2. Objectives of the study

The objectives of the proposed study are as follows –

1. To develop a Paired Similarity Index (PSI) (for non-mutually exclusive cases) by extending an earlier work due to Erlish, Gelbard and Spiegler (2002).
2. To study the similarity of websites of management institutes of India by using the proposed PSI.

3. Methodology

The different management institutes considered for the study are as follows IIM Ahmedabad (IIMA), IIM Bangalore (IIMB), IIM Calcutta (IIMC), ISB Hyderabad (ISBH), IIM Lucknow (IIML), XLRI Jamshedpur (XLRIJ), FMS Delhi (FMSD), IIM Indore (IIMI), IIM Kozhikode (IIMK), IIFT Delhi (IIFTD), SP Jain Mumbai (SPJM), MDI Gurgaon (MDIG), JBIMS Mumbai (JBIMSM), NMIMS Mumbai (NMIMSM), IMT Ghaziabad (IMTG), NITIE Mumbai (NITIE), SIBM Pune (SIBMP), XIMB Bhubaneswar (XIMBB), TISS Mumbai (TISSM), IIT Mumbai (IITM) and IIT Delhi (IITD). Following the website of IIM Ahmedabad, the best management institute of India, as per AICTE ranking, the information contained into the websites is classified into eight categories viz,

1. Admission procedure
2. Library facilities
3. Students
4. Other facilities (Hostel, sports, etc)
5. Faculty search
6. Research and development
7. Alumni association
8. Placement

Under each of these categories many attributes are considered, details of which is provided in Appendix-A. The availability of information about any attribute, in a given website is expressed by an indicator variable. The relevant data was collected from the websites of the management institutes in the month of August, 2009.
4. Review of literature


5. PSI for binary data

Erlish, Gelbard and Spiegler (2002) proposed a data mining method by means of binary representation for determining pair similarity index between any two entities. Here we have a collection of websites of management institutes. The information content in the websites is subdivided into some broad categories. Under each category we consider some attributes. Then for each category under each website, we construct a binary vector that represents the presence (1) or absence (0) of its attributes. In this context the measure of similarity as proposed by Erlish et al. can be explained as follows—

Suppose that for each website ‘i’ (i=1, 2, ..., n) we have ‘m’ categories. For each category j (j=1, 2, ..., m) we have p_j attributes. The value p_j is called as the domain size of the j^{th} category. They define the binary representation vector of length, \( p = \sum_{j=1}^{m} p_j \) (the length of domain category vector), for each website ‘i’ (i=1, 2, ..., n) in the following way –

\[ x_{ijk} = 1, \text{ if the information about the } k^{th} \text{ attribute belonging to the } j^{th} \text{ category is available in the } i^{th} \text{ website.} \]

\[ = 0, \text{ otherwise} \]

where \( i = 1, 2, ..., n, \ j = 1, 2, ..., m \) and \( k = 1, 2, ..., p \).

The mutual exclusivity property for each category over its domain was assumed. Using binary representation, Erlich et al. (2002) defined a pair similarity index (PSI) is as follows –

\[
PSI = PSI (i_1, i_2) = \frac{sa (i_1, i_2)}{m}
\]

(1)

where \( m = \sum_{j=1}^{m} \sum_{k=1}^{p_j} x_{ijk} \) and \( sa (i_1, i_2) = \sum_{j=1}^{m} \sum_{k=1}^{p_j} x_{i_1j_k} = \sum_{j=1}^{m} \sum_{k=1}^{p_j} x_{i_2j_k} \)

Now for each category j, if a website can attain maximum possible of its \( p_j \) domain values (i.e. when the mutually exclusivity property doesn’t satisfied for each category over its domain) then the range of pair similarity index (PSI) given by Erlich et al. (2002) is greater than one (i.e. PSI > 1). If the value of PSI is greater than one then it is difficult to determine the similarity measure between websites of any two management institutes. Therefore, we cannot designate absolute similarity between any two websites in case of binary representation using (1). So we develop a new pair similarity index, as the ratio between the number of similar attribute values of any two websites and the length of the domain attribute vector to overcome the above mentioned difficulties for non-mutually exclusive cases. Thus, we redefine the PSI for any two websites \( i_1 \) and \( i_2 \) as follows –
\[
PSI = \frac{sa(i_1, i_2)}{p} 
\]

where \( p = \sum_{j=1}^{m} p_j \) and \( sa(i_1, i_2) = \sum_{j=1}^{m} \sum_{k=1}^{p_j} x_{i_1,jk} = \sum_{j=1}^{m} \sum_{k=1}^{p_j} x_{i_2,jk} \).

Now, the similarity index range becomes \( 0 \leq PSI \leq 1 \). Where \( PSI = 1 \) denotes absolute similarity and \( PSI = 0 \) denotes absolute diversity between any two websites of the management institutes.

**Example:** Let us take the binary representation vectors for the management institute \( i_1 = \text{IIMA} \) and \( i_2 = \text{IIMB} \) from Appendix-B. In order to calculate the Paired Similarity Index for any two management institutes first we calculate \( sa(i_1, i_2) \).

\[
sa(i_1, i_2) = \sum_{j=1}^{8} \sum_{k=1}^{41} x_{1,jk} = 24
\]

and therefore using (2)

\[
PSI = \frac{sa(i_1, i_2)}{p} = \frac{24}{41} = 0.585
\]

Since, the value of PSI lies between 0 and 1 so this value of 0.585 indicates very negligible similarity between the websites of IIMA and IIMB.

Similarly, the PSI values for all the pairs of management institutes formed for the 21 management institutes were calculated. The results of the corresponding pair similarity index matrix can be seen in Appendix-C.

### 6. PSI and other similarity indexes (for non-mutually exclusive cases)

A comparison of the proposed Paired Similarity Index (PSI) with other similarity indexes used in binary representation viz, Hamming Distance (HD) proposed by Illingworth, Glaser and Pyle (1983) and Paired Attribute Distance (PAD) proposed by Gelbard and Spiegler (2000) are as follows.

#### 6.1 Comparing with HD: For two binary vector \( b_1 \) and \( b_2 \), of length \( p \), the HD between two vectors is defined as –

\[
HD (b_1, b_2) = b_1 \oplus b_2
\]

where \( \oplus \) denotes the logical operation XOR (Exclusive OR).

Gelbard and Spiegler (2000) give the normalized index based on HD by \( S_{HD} \) and it’s defined as –

\[
S_{HD} (b_1, b_2) = 1 - \frac{HD (b_1, b_2)}{p} = \frac{p - HD (b_1, b_2)}{p}
\]

where \( 0 \leq S_{HD} (b_1, b_2) \leq 1 \) and \( HD (b_1, b_2) \) is the number of 1’s in the vector \( b_1 \) and \( b_2 \).

However, Erlish et al. (2002), already proved that the normalized similarity index \( S_{HD} \) given by Gelbard and Spiegler (2000) gives an incorrect measure to study the similarities of any two websites of management institutes in binary representation.
6.2 Comparing with PAD: The PAD similarity index as described in Gelberd and Spiegler (2000) for two binary vectors $b_1$ and $b_2$ is given by –

$$PAD = \frac{2 \cdot Nb_1 \cdot b_2}{Nb_1 + Nb_2}$$

where $Nb_1$ = the number of 1’s in $b_1$

$Nb_2$ = the number of 1’s in $b_2$

$Nb_1b_2$ = the number of 1’s common to both $b_1$ and $b_2$

In our binary representation we may have

$$Nb_1 = Nb_2 = \sum_{j=1}^{m} \sum_{k=1}^{p_i} x_{1jk} = p, \text{ for all 1’s}$$

For instance from Appendix-B we consider the category “Admission” which has seven attributes. The corresponding binary representation of two institutes IIMA and IIMC for “Admission” are as follows –

$b_1 = 1 \ 1 \ 1 \ 0 \ 0 \ 1 \ 0$

$b_2 = 1 \ 1 \ 1 \ 1 \ 1 \ 1 \ 0$

then,

$$PAD = \frac{2 \cdot 4}{4 + 6} = \frac{8}{10} = 0.8$$

Thus, the range of PAD is $0 \leq PAD \leq 1$. Therefore, in case of non-mutually exclusive cases the range of PAD and PSI is similar to measure the similarity or dissimilarity between any two management institutes by means of binary representation. The PAD for all the management institutes formed for the 21 management institutes were calculated and the results of the corresponding PAD matrix can be seen in Appendix-D.

7. Graphical display of PSI and PAD

Figure 1 provides the graphical representation of the values of similarity indices obtained under PSI and PAD for different pairs of institutes with IIMA common in all the pairs.

![Figure 1. Line diagram showing difference between PSI and PAD](image-url)
The graph shows that the results obtained from the PSI generally remains less than those obtained under PAD.

8. Results and findings

From the PSI matrix, it has been noticed that the value of PSI for the management institutes IIMA-ISBH and IIMC-ISBH are 0.853 and IIMA-IIMC is 0.829. Therefore, we can conclude that the information contained in the websites of the management institutes IIMA-ISBH and IIMC-ISBH are more similar among all other management institutes and IIMA-IIMC inhabit second position in case of similarity measure. The maximum dissimilarity was noted between the websites of JBIMSM-IITM as their corresponding PSI value is 0.268. Also the study found that the information provided in the websites of the management institutes has no relation with the rank of the institutes as evident from Appendix-C and Appendix-D.

9. Conclusion

This study generates a new approach to measure similarity or dissimilarity by means of binary representation. However, the proposed paired similarity index, can handle a wide range of data types, continuous and multiple value domains. Handling of continuous data under this paired similarity index should be in categories. Deciding the number of categories is not a trivial problem by the choice of user. Also weights may be taken for different category and applied in this paired similarity index which will add relative importance of the categories to the proposed index. The index can find its application is several other disciplines of social science where similarity or dissimilarity needs to be measured.
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Appendix A

1. Admission
   - Prospectus
   - Doctoral Program
   - Full time Program
   - Part time Program
   - Fees per course
   - Contact Email
   - Information for foreign student

2. Library facilities
   - Staff
   - Membership
   - Library layout
   - Rules & Regulations
   - Contact Email
   - Collection

3. Students
   - Role & Participation
   - Reservation
   - Financial Aid-program
   - Results
   - Fellowship
   - Student Union

4. Other facilities
   - Hostel
   - Guest House
   - Medical
   - Sports
   - Award

5. Faculty search
   - Name & Designation
   - School & Department
   - Research & Publication
   - List of Teachers

6. Research & Development
   - Faculty development program
   - Research & Publication
   - Management development program
   - Seminar/Workshop/Conference

7. Alumni association
   - Alumni relation
   - Activities
   - Alumni search criteria
   - Contact Email

8. Placement
   - List of companies
   - Guidance
   - Brochure
   - Process
   - Contact Email

Appendix B

<table>
<thead>
<tr>
<th>ADMISSION</th>
<th>Prospectus</th>
<th>Doctoral Program</th>
<th>Full time Program</th>
<th>Part time Program</th>
<th>Fees per course</th>
<th>Contact Email</th>
<th>Information for foreign student</th>
</tr>
</thead>
<tbody>
<tr>
<td>IIMA</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>IIMB</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>IIMC</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>ISBH</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>IIML</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>XLRIJ</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>FMISD</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>IIMJ</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>IIMK</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>IIFTD</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>SPJM</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>------</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>MDIG</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>JBIMSM</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>NMIMSM</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>IMTG</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>NITIEM</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>SIBMP</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>XIMBB</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>TISSM</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>IITM</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>IITD</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

### LIBRARY

<table>
<thead>
<tr>
<th>Staff</th>
<th>Membership</th>
<th>Library layout</th>
<th>Rules &amp; Regulations</th>
<th>Contact E-mail</th>
<th>Collection</th>
</tr>
</thead>
<tbody>
<tr>
<td>IIMA</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>IIMB</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>IIMC</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>ISBH</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>IIML</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>XLRU</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>FMSD</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>IIMI</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>IIMK</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>IIIFD</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>SPJM</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>MDIG</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>JBIMSM</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>NMIMSM</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>IMTG</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>NITIEM</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>SIBMP</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>XIMBB</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>TISSM</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>IITM</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>IITD</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

### PLACEMENT

<table>
<thead>
<tr>
<th>List of companies</th>
<th>Guidance</th>
<th>Students profile or Brochure</th>
<th>Process</th>
<th>Contact E-mail</th>
</tr>
</thead>
<tbody>
<tr>
<td>IIMA</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>IIMB</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>IIMC</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>ISBH</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>IIML</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>XLRU</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>FMSD</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>IIMI</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>IIMK</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>IIIFD</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>SPJM</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>MDIG</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>JBIMSM</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>NMIMSM</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>IMTG</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>NITIEM</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>SIBMP</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>XIMBB</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>TISSM</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
# Knowledge Dynamics

## RESEARCH AND DEVELOPMENT

| IITM | 0 | 1 | 1 | 0 | 1 |
| IITD | 1 | 0 | 0 | 0 | 0 |

<table>
<thead>
<tr>
<th>Faculty development program</th>
<th>Research &amp; Publication</th>
<th>Management development program</th>
<th>Seminar/ workshop/ conference</th>
</tr>
</thead>
<tbody>
<tr>
<td>IIMA</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>IIIMB</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>IIIMC</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>ISBH</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>IIIML</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>XLRIJ</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>FMSD</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>IIMI</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>IIIMK</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>IIFTD</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>SJM</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>MDIG</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>JBIMISM</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>NAIMISM</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>IMTG</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>NITIEM</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>SIBM</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>XIMBB</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>TISSM</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>IITM</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>IITD</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

## STUDENTS

<table>
<thead>
<tr>
<th>Role &amp; participation</th>
<th>Reservation</th>
<th>Financial Aid program</th>
<th>Academic Result</th>
<th>Fellowship</th>
<th>Students union</th>
</tr>
</thead>
<tbody>
<tr>
<td>IIMA</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>IIIMB</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>IIIMC</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>ISBH</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>IIIML</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>XLRIJ</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>FMSD</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>IIMI</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>IIIMK</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>IIFTD</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>SJM</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>MDIG</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>JBIMISM</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>NAIMISM</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>IMTG</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>NITIEM</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>SIBM</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>XIMBB</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>TISSM</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>IITM</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>IITD</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

## ALUMNI

<table>
<thead>
<tr>
<th>Alumni relation</th>
<th>Activities</th>
<th>Alumni search criteria</th>
<th>Contact e-mail</th>
</tr>
</thead>
<tbody>
<tr>
<td>IIMA</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Name &amp; Designation</td>
<td>School &amp; Department</td>
<td>Research &amp; publication</td>
<td>Teachers list</td>
</tr>
<tr>
<td>-------------------</td>
<td>---------------------</td>
<td>------------------------</td>
<td>---------------</td>
</tr>
<tr>
<td>IIMA</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>IIIMB</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>IIMC</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>ISBH</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>IIML</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>XLRU</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>FMSD</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>IIMI</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>IIIMK</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>IIIFTD</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>SPJM</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>MDIG</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>JBIMSM</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>NIMIMSM</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>IIMT</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>IIITD</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Hostel</th>
<th>Guest House</th>
<th>Medical</th>
<th>Sports</th>
<th>Award</th>
</tr>
</thead>
<tbody>
<tr>
<td>IIIMA</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>IIIMB</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>IIMC</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>ISBH</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>IIML</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>XLRU</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>FMSD</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>IIMI</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>IIIMK</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>IIIFTD</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>SPJM</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
### Appendix C. PSI Matrix

<table>
<thead>
<tr>
<th>IIMA</th>
<th>IIMB</th>
<th>IIMC</th>
<th>ISBH</th>
<th>IILM</th>
<th>XLRIJ</th>
<th>FMSD</th>
<th>IIMI</th>
<th>IMTG</th>
<th>NITIEM</th>
<th>SIBMP</th>
<th>XIMBB</th>
<th>IITM</th>
<th>IIID</th>
<th>IITD</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.585</td>
<td>-</td>
<td>0.829</td>
<td>0.609</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>0.658</td>
<td>0.756</td>
<td>0.463</td>
<td>0.365</td>
<td>0.341</td>
<td>0.414</td>
<td>0.463</td>
<td>0.39</td>
<td>0.439</td>
<td>0.39</td>
<td>0.463</td>
<td>0.439</td>
<td>0.365</td>
<td>0.39</td>
<td>0.487</td>
</tr>
<tr>
<td>0.585</td>
<td>0.565</td>
<td>0.658</td>
<td>0.536</td>
<td>0.512</td>
<td>0.512</td>
<td>0.512</td>
<td>0.512</td>
<td>0.512</td>
<td>0.512</td>
<td>0.512</td>
<td>0.512</td>
<td>0.512</td>
<td>0.512</td>
<td>0.512</td>
</tr>
<tr>
<td>0.536</td>
<td>0.439</td>
<td>0.439</td>
<td>0.39</td>
<td>0.463</td>
<td>0.365</td>
<td>0.341</td>
<td>0.439</td>
<td>0.39</td>
<td>0.487</td>
<td>0.414</td>
<td>0.414</td>
<td>0.463</td>
<td>0.439</td>
<td>0.365</td>
</tr>
<tr>
<td>0.492</td>
<td>0.317</td>
<td>0.317</td>
<td>0.463</td>
<td>0.439</td>
<td>0.39</td>
<td>0.439</td>
<td>0.39</td>
<td>0.365</td>
<td>0.365</td>
<td>0.365</td>
<td>0.365</td>
<td>0.365</td>
<td>0.365</td>
<td>0.365</td>
</tr>
</tbody>
</table>

### Appendix D. PAD Matrix

<table>
<thead>
<tr>
<th>IIMA</th>
<th>IIMB</th>
<th>IIMC</th>
<th>ISBH</th>
<th>IILM</th>
<th>XLRIJ</th>
<th>FMSD</th>
<th>IIMI</th>
<th>IMTG</th>
<th>NITIEM</th>
<th>SIBMP</th>
<th>XIMBB</th>
<th>IITM</th>
<th>IIID</th>
<th>IITD</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.786</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>0.933</td>
<td>0.781</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>0.958</td>
<td>0.806</td>
<td>0.921</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>0.632</td>
<td>0.74</td>
<td>0.794</td>
<td>0.878</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>0.873</td>
<td>0.8</td>
<td>0.89</td>
<td>0.916</td>
<td>0.812</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>0.61</td>
<td>0.708</td>
<td>0.709</td>
<td>0.633</td>
<td>0.653</td>
<td>0.724</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>0.848</td>
<td>0.727</td>
<td>0.811</td>
<td>0.865</td>
<td>0.813</td>
<td>0.769</td>
<td>0.641</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>0.818</td>
<td>0.609</td>
<td>0.811</td>
<td>0.805</td>
<td>0.745</td>
<td>0.80</td>
<td>0.603</td>
<td>0.766</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>0.709</td>
<td>0.705</td>
<td>0.738</td>
<td>0.730</td>
<td>0.727</td>
<td>0.721</td>
<td>0.857</td>
<td>0.75</td>
<td>0.678</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>0.654</td>
<td>0.636</td>
<td>0.620</td>
<td>0.642</td>
<td>0.666</td>
<td>0.629</td>
<td>0.714</td>
<td>0.612</td>
<td>0.571</td>
<td>0.80</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>0.723</td>
<td>0.72</td>
<td>0.718</td>
<td>0.741</td>
<td>0.74</td>
<td>0.80</td>
<td>0.75</td>
<td>0.763</td>
<td>0.727</td>
<td>0.745</td>
<td>0.772</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>0.642</td>
<td>0.666</td>
<td>0.644</td>
<td>0.631</td>
<td>0.653</td>
<td>0.654</td>
<td>0.744</td>
<td>0.60</td>
<td>0.60</td>
<td>0.782</td>
<td>0.820</td>
<td>0.711</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>0.741</td>
<td>0.666</td>
<td>0.738</td>
<td>0.793</td>
<td>0.727</td>
<td>0.786</td>
<td>0.612</td>
<td>0.857</td>
<td>0.785</td>
<td>0.692</td>
<td>0.622</td>
<td>0.745</td>
<td>0.608</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>0.579</td>
<td>0.709</td>
<td>0.666</td>
<td>0.769</td>
<td>0.73</td>
<td>0.727</td>
<td>0.786</td>
<td>0.693</td>
<td>0.785</td>
<td>0.785</td>
<td>0.692</td>
<td>0.622</td>
<td>0.784</td>
<td>0.693</td>
<td>0.807</td>
</tr>
<tr>
<td>0.774</td>
<td>0.745</td>
<td>0.745</td>
<td>0.745</td>
<td>0.690</td>
<td>0.721</td>
<td>0.653</td>
<td>0.821</td>
<td>0.821</td>
<td>0.769</td>
<td>0.666</td>
<td>0.784</td>
<td>0.652</td>
<td>0.807</td>
<td>0.807</td>
</tr>
<tr>
<td>0.644</td>
<td>0.625</td>
<td>0.677</td>
<td>0.666</td>
<td>0.653</td>
<td>0.689</td>
<td>0.782</td>
<td>0.641</td>
<td>0.566</td>
<td>0.816</td>
<td>0.761</td>
<td>0.708</td>
<td>0.744</td>
<td>0.571</td>
<td>0.612</td>
</tr>
<tr>
<td>0.895</td>
<td>0.823</td>
<td>0.771</td>
<td>0.833</td>
<td>0.869</td>
<td>0.819</td>
<td>0.727</td>
<td>0.741</td>
<td>0.806</td>
<td>0.758</td>
<td>0.705</td>
<td>0.807</td>
<td>0.692</td>
<td>0.758</td>
<td>0.793</td>
</tr>
<tr>
<td>0.714</td>
<td>0.741</td>
<td>0.745</td>
<td>0.745</td>
<td>0.690</td>
<td>0.754</td>
<td>0.653</td>
<td>0.75</td>
<td>0.714</td>
<td>0.653</td>
<td>0.577</td>
<td>0.666</td>
<td>0.608</td>
<td>0.692</td>
<td>0.692</td>
</tr>
<tr>
<td>0.536</td>
<td>0.701</td>
<td>0.608</td>
<td>0.70</td>
<td>0.689</td>
<td>0.60</td>
<td>0.571</td>
<td>0.545</td>
<td>0.745</td>
<td>0.784</td>
<td>0.638</td>
<td>0.650</td>
<td>0.695</td>
<td>0.536</td>
<td>0.680</td>
</tr>
<tr>
<td>0.823</td>
<td>0.823</td>
<td>0.845</td>
<td>0.840</td>
<td>0.786</td>
<td>0.805</td>
<td>0.690</td>
<td>0.774</td>
<td>0.806</td>
<td>0.758</td>
<td>0.627</td>
<td>0.701</td>
<td>0.653</td>
<td>0.689</td>
<td>0.758</td>
</tr>
</tbody>
</table>
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1. Model

Many authors analyzed categorical data taking their bearings from quantitative statistics. Some of this methods require transformation of the data before analysis, others (Light and Margolin, 1971; Onokogu, 1985) do not. We start form Onukogu's approach.

Let A, B, C, be the two explicative variables and the response respectively. Let $i=1,2,...,I$ index the categories of C, $j=1,2,...,J$ index the categories of A and $k=1,2,...,K$ index the categories of B. Let n the number of units. Denote by N the three-way contingency table and by $n_{ijk}$ the joint frequency. Let $n_{jk}$ = $\sum_{i=1}^{I} n_{ijk}$. 
Onukogu developed the following linear model for analysis of data from three-way contingency table.

\[
E(n_{ijk}/n_{jk}) = \mu_i + \tau_{ij} + \beta_{ik} + \gamma_{ijk}
\]

(1)

where \(\mu_i\), \(\tau_{ij}\), \(\beta_{ik}\) and \(\gamma_{ijk}\) represent the constant, \(j\)-th A effect, \(k\)-th B effect and their interaction for the \(i\)-th response, respectively.

Under model 2, the null \((H_0)\) and alternative \((H_1)\) hypotheses for testing the A effect, B effect and their interaction effect are defined as

\[
H_{0,A} : \tau_{ij} = 0, \quad H_{1,A} : \tau_{ij} \neq 0
\]

\[
H_{0,B} : \beta_{ik} = 0, \quad H_{1,B} : \beta_{ik} \neq 0
\]

and

\[
H_{0,A} : \gamma_{ijk} = 0, \quad H_{1,A} : \gamma_{ijk} \neq 0
\]

(2)

respectively.

The purpose of CATANOVA is to obtain Sums of Squares (SS) and tests for these hypotheses.

### 2. Sums of Squares decomposition for categorical data

One of hurdles to be cleared in any analysis of variance concerns the definition and computation of Sums of Squares (SS). When the data are nominal, the usual approach of considering the total variation in response variable as measure of dispersion about the mean is not well defined. One way out is to introduce the analysis of variance in vector notation and in terms of projectors.

Let \(A\), \(B\) and \(C\) be the binary indicator matrix related to the complete disjunctive coding of variables \(A\), \(B\), and \(C\) respectively. Let \(Z_{AB}\) be the indicator matrix that represent the interaction effect between \(A\) and \(B\). The contingency table can be constructed as

\[
N = C^T Z_{AB}
\]

(3)

Denote by \(\mathcal{R}_j\) the subspace generated by the columns of \(A\) and \(\mathcal{R}_j^\perp\) its orthocomplement subspace. The projection operators on \(\mathcal{R}_j\) and \(\mathcal{R}_j^\perp\) are constructed as

\[
P_A = A(A^T A)^{-1} A^T, \quad P_A^\perp = I_N - P_A
\]

(4)

In the same way we define:

\[
P_B = B(B^T B)^{-1} B^T, \quad P_B^\perp = I_N - P_B
\]

\[
P_{AB} = Z_{AB}(Z_{AB}^T Z_{AB})^{-1} Z_{AB}^T, \quad P_{AB}^\perp = I_N - P_{AB}
\]

\[
P_M = I_N (I_N 1_N)^{-1} 1_N^T, \quad P_M^\perp = I_N - P_M
\]

(5)
The Total Sum of Squares (TSS), the Between Sum of Squares (BSS) and the Within Sum of Squares (WSS) are constructed as

\[
TSS = tr(C^T P_M C) \\
BSS = tr(C^T (P_{AB} - P_M) C) \\
WSS = tr(C^T P_{AB} C)
\]

(6)

To study the relationship between the response and the explicative variables, Lighte Margolin defined the following directional measure:

\[
R^2 = \frac{BSS}{TSS}
\]

(7)

To test if the measure is significant, they proposed:

\[
C_0 = (n-1)(I-1)R^2 \cong \chi^2_{(I-1)(K-1)}
\]

(8)

If the dependence relationship between the response and the explicative variables is significant, we proceed to test the different effects. Onukogu defined the following SS for testing different effects:

\[
SS_A = tr(C^T (P_A - P_M) C) \\
SS_B = tr(C^T (P_B - P_M) C) \\
InteractionSS = tr(C^T (P_{AB} - P_A - P_B + P_M) C)
\]

(9)

where \(SS_A, SS_B\) and InteractionSS are the sum of squares due to the \(A\) effect, \(B\) effect and their interaction effect.

If there is independence between the explicative variables, TSS can be decomposed as

\[
TSS = SS_A + SS_B + InteractionSS + WSS
\]

(10)

For testing main and interaction effects, Onukogu defined the following tests

\[
\chi^2_A = (n-1)(I-1)\frac{SS_A}{TSS} \cong \chi^2_{(I-1)} \\
\chi^2_B = (n-1)(I-1)\frac{SS_B}{TSS} \cong \chi^2_{(K-1)} \\
\chi^2_{AB} = (n-1)(I-1)\frac{InteractionSS}{TSS} \cong \chi^2_{(I-1)(K-1)}
\]

(11)
If there is association between the explicative variables, the previous components SS are not orthogonal and the decomposition (10) is not true. So Singh (1996) defined the following adjusted SS.

\[ SS_{A/B} = \text{tr}(C^T P_{A/B} C) \]
\[ = \text{tr}(C^T (I_N - P_B) A (A^T (I_N - P_A) A)^{-1} A^T (I_N - P_A) C) \]  
\[ SS_{B/A} = \text{tr}(C^T P_{B/A} C) \]
\[ = \text{tr}(C^T (I_N - P_A) B (B^T (I_N - P_A) B)^{-1} B^T (I_N - P_A) C) \]  

where \( SS_{A/B} \) is the adjusted SS due to \( A \) variable effect after eliminating the \( B \) effect and \( SS_{B/A} \) is the adjusted SS due to \( B \) variable effect after eliminating the \( A \) effect.

The interaction SS is obtained by subtraction as

\[ \text{IntSS} = \text{BSS} - SS_A - SS_{A/B} \]
\[ = \text{BSS} - SS_B - SS_{B/A} \]  

As consequence TSS can be decomposed as

\[ \text{TSS} = SS_A + SS_{B/A} + \text{IntSS} + \text{WSS} \]
\[ = SS_B + SS_{A/B} + \text{IntSS} + \text{WSS} \]  

For testing main and interaction effects, Singh (1996) defined the following tests

\[ C_{01} = (n-1)(I-1) \frac{SS_{A/B}}{\text{TSS}} \approx \chi^2_{(I-1)(J-1)} \]
\[ C_{02} = (n-1)(I-1) \frac{SS_{B/A}}{\text{TSS}} \approx \chi^2_{(I-1)(K-1)} \]
\[ C_{012} = (n-1)(I-1) \frac{\text{IntSS}}{\text{TSS}} \approx \chi^2_{(I-1)(J-1)(K-1)} \]  

3. Analysis of significant components

CATANOVA enables us to know if there is significant dependence between independent and dependent variables and which exploratory variables are significant to explain the response, but which exploratory categories are influential for the response variable?

In order to describe the dependence relationship between independent and dependent variables we propose to carry out Non-Symmetrical Correspondence Analysis (NSCA).
Quantitative Methods Inquires

NSCA looks for the orthonormal basis which accounts for the largest part of inertia to visualize the dependence structure between the variables in a lower dimensional space. This leads us to the extraction of the eigenvalues $\lambda_\alpha$ and eigenvectors $u_\alpha$ associated to the eigen-system

$$\left( \frac{1}{n} \right) C^T (P_{AB} - P_M) u_\alpha = \lambda_\alpha u_\alpha$$

(17)

NSCA enables us to measure and visualize the strength of the asymmetrical relationship between the dependent and independent categories, to analyze which categories are significant for the response, to carry out confidence circles for identifying those categories that are not statistically influential in helping to explain the response.

The focus of this paper is to explore the significant components by NSCA.

Let us consider the matrix of the $A$ variable effect after eliminating the $B$ effect

$$S_{A/B} = C^T (I_N - P_B)A(A^T (I_N - P_B)A)^{-1} A^T (I_N - P_B)C$$

(18)

where $D^-$ is a generalized inverse. NSCA leads us to the extraction of the eigenvalues $\lambda_\alpha$ and eigenvectors $u_\alpha$ associated to the eigen-system

$$Q^T D^- Q u_\alpha = \lambda_\alpha u_\alpha$$

(19)

The response and $A$ variable coordinates on $\alpha$ axis are given by

$$\psi_\alpha = \sqrt{\lambda_\alpha} u_\alpha \quad \varphi_\alpha = D^{-1/2} Q u_\alpha$$

(20)

respectively. It is easy to verify that

$$\varphi_\alpha^T \varphi_\alpha = u_\alpha^T Q^T D^- Q u_\alpha = \lambda_\alpha \quad \sum_\alpha \varphi_\alpha^T \varphi_\alpha = \sum_\alpha \lambda_\alpha$$

(21)

These coordinates are especially useful for describing the dependence relationship between the dependent and independent variables. In particular, $A$ variable coordinates close to the origin will infer that their categories do not help predict the response categories. Response coordinates close to the origin indicate that very few explanatory categories are influential in determining the outcome of those response categories. Similarly coordinates far from the origin will highlight that, if they are associated with the explanatory variable, those categories are influential factors for the response variable. If a response category lies far from the origin then there will be explanatory factors that influence its position.

To complement the correspondence plots, more formal tests of the influence of particular categories may be made by considering the confidence circles for NSCA proposed by Beh and D’Ambra (2005). If one considers only the dependence between the row
(predictor) and column (explanatory) variable, the C-statistic can be expressed in terms of the predictor coordinates such that

\[
C_0 = \frac{(n-1)(I-1)}{1 - \sum_{i=1}^{I} p_i^2} \sum_{j=1}^{J} \sum_{a=1}^{M} p_{ja}^2 \approx \chi^2_{(I-1)(J-1)}
\]

(22)

where \(p_i\) and \(p_j\) are the \(i\)-th and \(j\)-th marginal proportions so that

\[
\sum_{i=1}^{I} p_i = \sum_{j=1}^{J} p_j = 1.
\]

Beh and D’Ambra showed that 95\% confidence circles for the \(j\) explanatory column category represented in a two dimensional non-symmetrical correspondence plot has radii length

\[
r_{ij} = \sqrt{\frac{5.99(1 - \sum_{i=1}^{I} p_i^2)}{p_j(n-1)(I-1)}}
\]

(23)

Note that (23) depends on the \(j\)-th marginal proportion. Thus, for a very small classification in the \(j\)-th(explanatory) category, the radii length will be relatively large. Similarly, for a relatively large classification, the radii length will be relatively small.

4. A numerical example

The data was collected in a enterprise of Local Public transport in Naples. We will treat Satisfaction as the response variable and age and profession as the predictor variables. The response is measured on a scale ranging from 1 (Low) to 4 (High), the age has five categories (<18, 19-25, 26-40, 41-65, >65), also the profession has five categories (student, employee, housewife, pensioner, other). The passengers are 400.

For our table \(R^2 = 0.06\) which has an associated \(C_0\) statistic of 73.61 (p-value =0.001). Therefore we can conclude that the age and profession influence the Passenger Satisfaction. To further investigate the source of this asymmetrical relationship, we carry out the CATANOVA.

Table 1 shows the results of decomposition of \(TSS = SS_A + SS_B + IntSS + WSS\).

<table>
<thead>
<tr>
<th>Source</th>
<th>d.f.</th>
<th>SS</th>
<th>Test</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (adjusted)</td>
<td>12</td>
<td>4.857</td>
<td>23.161</td>
<td>0.008</td>
</tr>
<tr>
<td>Profession</td>
<td>4</td>
<td>3.447</td>
<td>16.439</td>
<td>0.001</td>
</tr>
<tr>
<td>Age x Profession</td>
<td>48</td>
<td>7.134</td>
<td>34.016</td>
<td>0.016</td>
</tr>
<tr>
<td>Within</td>
<td>335</td>
<td>235.595</td>
<td>251.035</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>399</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2 shows the results of decomposition of \(TSS = SS_B + SS_A + IntSS + WSS\).
Table 2. Decomposition of $TSS = SS_B + SS_{A/B} + IntSS + WSS$

<table>
<thead>
<tr>
<th>Source</th>
<th>d.f.</th>
<th>SS</th>
<th>Test</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Profession (adjusted)</td>
<td>12</td>
<td>3.060</td>
<td>14.595</td>
<td>0.0583</td>
</tr>
<tr>
<td>Age</td>
<td>4</td>
<td>5.244</td>
<td>25.005</td>
<td>0</td>
</tr>
<tr>
<td>Age x Profession</td>
<td>48</td>
<td>7.134</td>
<td>34.016</td>
<td>0.016</td>
</tr>
<tr>
<td>Within</td>
<td>335</td>
<td>235.595</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>399</td>
<td>251.035</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

CATANOVA shows that the age is a more influential factor in level of satisfaction than the profession. Moreover the age effect after eliminating the profession effect is significant at 1 %, the profession effect after eliminating the age effect is significant at 6 %. So we proceed to apply the NSCA on the matrix related age effect after eliminating the profession effect. Of course we could carry out the NSCA of each component.

The results of NSCA show that the first two factors explain the 97 % of variability, so they allow us to have a quite complete view of the dispersion of phenomenon.

The plan produced by first two factors (Figure 1) shows that passengers who are less than 18 and between 41 to 65 tend to be not too satisfied, those between 18 to 25 tend to be pretty satisfied, those who are more than 65 and between 26 to 40 tend to end up either not satisfied or very satisfied.

For Figure 1 95 % confidence circles have been included. Since the origin, which is associated with zero predictability of the response variable given the explanatory variables (i.e. independence), does not lie within any of the circles, all of the categories of the age variable are statistically influential in helping to determine the passenger satisfaction.

Figure 1. NSCA plot
5. Final remarks

We applied CATANOVA to study if there is significant association between independent and dependent variables and which exploratory variables are significant to explain the response.

In order to measure and visualize the strength of the asymmetrical relationship between the dependent and independent variables and to study which categories are significant to explain the response we proposed to carry out the NSCA of significant factors.

The combined approach has been applied on the data collected in a enterprise of Local Public transport in Naples obtaining interesting results.

The paper focused on nominal data. In the next we will focus on ordered categorical variables.
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1. Introduction

The evolution of the Internet in recent years has fundamentally changed the way people interact and communicate. This growth of the Internet has led to chaotic development of the infrastructure that supports it.

The development did not take account of hardware used, the interconnection media, software employed, the size of networks that are interconnected or any structured expansion plan. Most extensions were made incrementally, within the limits of the available budgets.

Difficulties arose concerning network design and description, infrastructure expansion and troubleshooting failures. Areas where the focus is on real-time data transfer (medicine, banking, police, army) are seriously affected by lack of network reliability.

Another result of the expansion of the network infrastructure is the increase in the spatial dimensions that can complicate the troubleshooting procedures done in the field by technicians if the location of equipments is not accurately noted. The best way for modeling the geographical dimension of networks is to use a geographical information system (GIS).
2. GIS system definition and concepts

A GIS integrates hardware elements, software and data for capturing, managing, analyzing, and displaying geographically related information. This system allows viewing, understanding and querying data in multiple ways that reveal relationships and patterns in the form of maps, reports or charts.

A GIS helps with answers to questions and solving problems by looking at existing data in an intuitive and easily distributed way.

A GIS can be seen in three different ways: in terms of a database (database view), the map (map view) and model (model view). In Database View the GIS is seen as a structured database that describes the world in geographical terms. In View map the GIS is seen as a set of intelligent maps and sketches which characterized relations over the Earth. In Model View the GIS system is seen as a set of tools for information transforming for obtaining new derived datasets from existing data sets. These tools extract information from existing data, apply analytic functions, and write results into new derived datasets [9].

Data representation in a GIS system can be done either in Raster or Vector modes.

Raster mode is essentially any type of digital image represented as an array of pixels. The pixel is the smallest unit of an image. A combination of these pixels will create an image. This representation consists of rows and columns of cells, each cell with one stored value. Raster data can be images (raster image) with each pixel containing a value, usually a color. Additional values recorded for each cell may be a discrete, defined by the user with relevant GIS system, a continuous value, such as temperature, or a null value if no data available. A raster cell that stores only one value can be extended by using raster bands to represent RGB colors (red, green, blue), or an extended attribute table with one row for each single cell unique value. Resolution in raster mode is pixel size in physical units (e.g. distance). Raster data are stored in various formats, from standard file structure of TIF, JPEG, etc., and directly in binary data fields (BLOB) of common databases.

Vector mode is used especially in GIS systems where geographical features are often expressed as vectors, by considering the elements as geometric forms. Various geographical elements are expressed by different types of geometry forms:

- Points - zero-dimensional points are used for geographical elements that can be best expressed by a single point of reference, in other words, simple location. There is no possibility to make any measurements in this case.
- Lines - The lines are used for one-dimensional linear elements such as rivers, roads, topographic lines, and so on. Lines also allow measurement of the distance.
- Polygons - Polygons are two-dimensional elements that are used to represent a geographical area on the surface of the Earth. Polygon features make it possible to measure the perimeter and area.

In order for the GIS to be useful, they must work properly and provide the requested information in a timely manner. The common problems of such systems are scalability and speed of processing user requests. When the system operates with more elements, the scalability problem becomes more pregnant. Problems in repeated rendering of large number of elements appear (e.g. moving the map in a specific direction) when finding a particular item, when querying the system for the position of an element, inserting or deleting an item, and so on [10].
GIS systems used for network modeling

The application integrates a GIS engine based on vector graphics. This means that the application stores all its information in the form of vector primitives: points, lines and polygons. This enables the GIS rendering system to manipulate the information as a vector image.

The geographical component of the data describing the network is divided into two major layers. Each of the layers is later subdivided into several sub layers.

![GIS Layers Diagram]

**Figure 1. GIS Layers**

### 3. The City Plan

The first major layer is the City Plan that contains information about the terrain topology on which the network operates. The City Plan includes sub layers that describe streets, buildings, duct systems, user defined landmarks. The user defined landmarks are geographic location markers that hold a particular importance for user.

Because a plan of a city contains large amounts of information that is not directly important and is rarely updated, the layer is stored primarily in a vector graphics image format file that is downloaded and stored on the user computer. This is done in order to minimize the resources usage on the database servers because having the city plan stored locally prevents the transfer of redundant information over the network (considering that the city plan is rarely updated) and also saves the server from running exhaustive spatial queries.

The file format used for storing the vector image of the city is Enhanced Metafile - EMF which is a file format type developed by Microsoft intended to be a portable file format between applications. EMF allows the storage and manipulation of both vector graphics and raster graphics in the same file and this in turn enables the creation on mixed maps containing both vector images (where the map vectorization was possible) and also raster image regions (such as satellite images).

There are also downsides to the fact that the vector map is saved locally, being that EMF is a file storage format that offers no spatial indexing or other type of indexing on top of a space filling algorithm (almost all file formats do not have this feature). The lack of any indexing method affects the application’s performance. Rendering a rectangle region from vector map with no index can take around two seconds for a 66MB map containing over two million objects.
A quick analysis of the type of queries that need to be run by the GIS engine will show that they involve in most cases the retrieval of a rectangle-shaped region. The height and width of the region are almost all the time proportional to the application window size and to the zoom level selected by the user.

In order to improve the performance of the GIS map rendering subsystem, several practical improvements can be made: splitting the map into sectors and raster caching some of the queries.

There are two feasible approaches when working with large vector images containing large maps:

- **Method 1** - Raster caching important zoom levels and splitting the image in sectors. The storage is done in raster format indexed on 2D coordinates. Every time a region part of a cached zoom level is requested it is identified and retrieved very fast. Each time the query requests a region that is not cached the system uses the vector map to generate it.

- **Method 2** - Splitting the actual image into sectors and storing them indexed on 2D coordinates. When a region is requested the sectors that contain parts of it are queried individually and the result is formulated.

In order to evaluate the performance of the methods mentioned above several testing scenarios were developed and ran:

- **Scenario 1** - Map of Bucharest in EMF version, raster caching important zoom levels (Method 1), random regions from the map are requested corresponding to different levels of zoom (random walk on the map).

- **Scenario 2** - Map of Bucharest in EMF version, vector splitting of the map (Method 2), random regions from the map are requested corresponding to different levels of zoom (random walk on the map).

- **Scenario 3** - Map of Bucharest in EMF version, raster caching important zoom levels (Method 1), test case containing access queries for regions corresponding to actual real life network.

- **Scenario 4** - Map of Bucharest in EMF version, vector splitting of the map (Method 2), test case containing access queries for regions corresponding to actual real life network.

The first step in implementing the performance evaluation is to define the needed key performance indicators. These indicators reflect several important aspects like resource consumption and user experience. The main resources used are hard-disk space required to store the map, RAM size needed to store all the data, processor time. Because the user interface is the same in all scenarios and all of them were tested automatically using specific test cases, it is impossible to quantify the user experience. That is why we decided to use as an indicator for user experience the responsiveness of the GIS when changing location, measured as the time between issuing a go-to a location command (jump / zoom / pan) and the time the application fully completes this command.

The performance loss indicator is defined as:

\[
P = Hdd \cdot C_1 + Ram \cdot C_2 + Cpu \cdot C_3 + 2^{T \cdot C_4} \cdot C_5
\]

\(P\) - Performance loss indicator
The performance loss is a score based indicator that is designed to allow the comparison of the methods presented. A higher score indicates a higher loss of performance. All the resource consumption components are linearly weighted with the use of several constants. The user experience measured as application response time has an exponential effect on the performance loss indicator. By analyzing the behavior of several users we notice that they tend to get annoyed if the application takes more than one second to process a location query, being perceived as application sluggishness. The influence of the $T$ - Average time indicator becomes exponentially more noticeable as queries take longer than one second. The constants $c_1$, $c_2$, $c_3$ have values proportional to the cost of the specific resource on the market: $c_1 = 10$, $c_2 = 100$, $c_3 = 100$, $c_4 = 1$, $c_5 = 1000$.

**Scenario 1 and Scenario 3**

Several sectors of the city in 2000 pixel by 2000 pixel format stored as jpeg files corresponding to different levels of zoom have been pre rendered from the original vector map. There two test cases one containing ten levels of zoom stored on 476 MB and the second one contains seventeen levels of zoom stored on a 1673 MB. The space required to store the map for one zoom level depends on the surface of the city map. The surface of the city is proportional to the second power of zoom level. This means that the space required increases exponentially.

### Table 1. Scenario 1 and 3 results

<table>
<thead>
<tr>
<th>Scenario 1</th>
<th>$Hdd$</th>
<th>$Ram$</th>
<th>$Cpu$</th>
<th>$T$</th>
<th>$P$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>476 MB</td>
<td>100 MB</td>
<td>10 sec</td>
<td>0.5 sec</td>
<td>16467.11</td>
</tr>
<tr>
<td>Case 2</td>
<td>1673 MB</td>
<td>100 MB</td>
<td>10 sec</td>
<td>0.2 sec</td>
<td>28304.35</td>
</tr>
<tr>
<td>Scenario 3</td>
<td>$Hdd$</td>
<td>$Ram$</td>
<td>$Cpu$</td>
<td>$T$</td>
<td>$P$</td>
</tr>
<tr>
<td>Case 3</td>
<td>476 MB</td>
<td>100 MB</td>
<td>15 sec</td>
<td>0.9 sec</td>
<td>17193.03</td>
</tr>
<tr>
<td>Case 4</td>
<td>1673 MB</td>
<td>100 MB</td>
<td>13 sec</td>
<td>0.5 sec</td>
<td>28737.11</td>
</tr>
</tbody>
</table>

The main differences between Case 1 and Case 2 are related to the hard disk space and average time needed solve a query. Case 2 has more levels of zoom cached and is able to render faster all the queries that are not covered by the cache used in Case 1.
Figure 1. Average time in seconds spent in query for different zoom levels for Scenario 1

The difference between Case 3-4 and Case 1-2 can be explained by the fact that in real life users work on a small area of the map at zoom levels larger than 800% that allow them to see details about the buildings. The random walk uses a normal distribution that evenly distributes the queries on all zoom levels.

Scenario 2 and Scenario 4

The original vector map is split in several rectangular regions stored in vector format EMF file. The original vector map is no longer needed, unlike Scenario 1, as all the data is contained in the split regions.

Table 2. Scenario 2 and 4 results

<table>
<thead>
<tr>
<th>Scenario 2</th>
<th>Hdd</th>
<th>Ram</th>
<th>Cpu</th>
<th>T</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>50 MB</td>
<td>100 MB</td>
<td>20 sec</td>
<td>0.7 sec</td>
<td>13370.55</td>
</tr>
<tr>
<td>Scenario 4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Case 2</td>
<td>50 MB</td>
<td>100 MB</td>
<td>20 sec</td>
<td>0.7 sec</td>
<td>13370.55</td>
</tr>
</tbody>
</table>

Because in Method 2 (Scenario 2 and 4) the data is rendered from a vector source, the CPU is used for a longer period of time than in Method 1 (Scenario 1 and 3) where the onscreen rendering consists in a jpeg decompression and bit copying. The average time in seconds spent in query is almost constant over all the domain with the exception of zoom levels that overview the map. This is due to the fact that overviews contain information stored in several vector regions.

Figure 2. Average time in second spent in query for different zoom levels for Scenario 2
When using a real life data set (Case 2) we don’t notice any change in the query time (vs. Case 1). The response time is similar because at every zoom level the time needed depends only on the number of regions needed to render the response.

Both approaches have their own strengths and weakness. The raster caching of entire zoom levels offers great performance as long as you are within the limits of a zoom level that is cached and poor outside these limits. At zoom levels that overview the map the disk space required to store the pre rastered sections of the map is low but a closer look zoom level will require a much larger disk footprint. The growth of the file size is the second power exponential of the multiplication index. Going outside the cached zoom levels the rendering time greatly increases. This method has great performance when working with low multiplication indexes.

The splitting of the vector image in several vector sectors has its advantages when working with high multiplication indexes. The number of vector sectors needed in rendering a region decreases with multiplication indexes because the probability of the region to be found on the border of two or more regions decreases with the relative difference between the size of the sector and the size of the requested region. The performance of the method is directly linked to the number of sectors used. In overview zoom levels the method performs poorly as it needs to query several sectors that are caught within the field of view. Zoom levels with high multiplication indexes perform very well because they can be rendered with a low number of sectors. This method can be improved to work well if a raster cache is used to store results for later use in situations where the number of sectors involved in rendering is larger than a defined value.

By using one of the two method mentioned above the downside of having no spatial index to improve searching in the EMF file can be overcome within acceptable performance limits.

4. The Network Plan

The Network Plan contains all the important information about the description of the network. The layer is structured in several sub-layers each of them embedding a model for describing and monitoring the infrastructure based on specific transmission mediums.

The rendering system for the Network Plan is based on vector graphics. Because the application has to be used in troubleshooting the physical network problems it has to be able to run in insolated mode (without requiring any network access). As previously discussed, the City Plan is already stored locally and rarely updated (the only time a network connection is needed) this meaning that the Network Plan also has to work in a limited offline mode.

Another issue investigated in [8] reveals a scalability problem when applications are working with spatial databases in remote locations. This reveals the need to implement a spatial indexing algorithm in the local application in order to cope with large number of queries (e.g. like the one generated by moving mouse over different objects and indentifying which of them is hovered over by the cursor). Implementing a spatial indexing algorithm make sense only if the data which is indexed is accessible locally, either in RAM or worst case on the hard-disk.

These two issues sustain the idea of creating a local data storage system that enables part of the data that is vital to be stored locally. The data will be synchronized with
the remote database only when changes appear either locally or on the remote side in the database as a result of another client working with the application. Having the network description data locally enables the application to work desynchronized in restricted mode when the network connection becomes unavailable. The synchronization uses a versioning mechanism that stores the timestamp of the latest change at data row level. The timestamp is always assigned based on the database server’s current time and the process is done by using data triggers that update the information stored in the version field. The database also keeps the timestamp associated with the last change performed in the data table.

Figure 3. Database schema example

The synchronization process is very fast. The application checks the Version Table and asks which data table has a version number greater than the version in the local storage. If such a data table is detected, a query is immediately run on the data table to retrieve all entries that have a higher version number. After retrieving the differences, the local database is synchronized: the new entries are added and the old ones are updated/removed.

5. Network management system implementation

The application allows the accurate description of physical network equipments by modeling key technology elements that compose the network infrastructure. The modeled technologies are fiber optics, copper cable infrastructure based on UTP twisted pairs, WiFi point to point links and analogue CTV coaxial infrastructure. Each technology can be used for data transmission and has its own specific equipments.

Fiber optic modeling

Fiber optics infrastructure can be composed out of several major components: fiber optics cable, optical distribution frames, enclosures, media convertors, passive optical multiplexers and demultiplexers.

Modeling Fiber Optic Cabling

Fiber Optic is used as a medium for telecommunication and networking because it is flexible and can be bundled as cables. Fiber-optic cabling is made either of glass or plastic and used to guide light impulses. It is especially advantageous for long-distance
communications, because light propagates through the fiber with little attenuation compared to electrical cables. This allows long distances to be spanned with few repeaters.

Current transmission standards have yet to approach the physical potential bandwidth of this medium.

Generally, an optic cable contains multiple buffers that in turn contain several threads that are the actual carriers of light. Fiber optic cables can be broadly classified into two types, based on the source that emits the light: single-mode and multimode. Single-mode optical fiber carries a single ray of light, usually emitted from a laser. Because the laser light is unidirectional and travels down the center of the fiber, this type of fiber can transmit optical pulses for very long distances. Multimode fiber typically uses LED emitters that do not create a single coherent light wave. Instead, light from a LED diode enters the multimode fiber at different angles.

Figure 4. Fiber optic structure

In order to convert light impulses to electric signals special equipments named media convertors are used. In order to communicate, two hosts need at least two wires in order to achieve full duplex communication: one for TX transmission and one for receiving RX. Dual fiber media convertors use two threads, one for transferring RX and one for TX. Media convertors that use Wavelength Division Multiplexing (WDM) technology use two or more different wavelengths for transferring light impulses; by doing this they can achieve multiple connections over the same fiber thread.

The fiber optic model is able to store information about: geographical coordinate of cable positioning, cable reserves present on different point of the fiber, information about the type of the fiber, number of buffers, number of threads and the connections at each end of the thread.

Figure 5. Fiber optic cable model
Modeling an ODF - Optical distribution frames

An optical distribution frame is a fiber optic management unit used to organize the fiber optic cable connections. It is usually used indoor and can take any size, from small, like a patch panel, to big frames. Linking two optical cables normally is done by using one of two splicing techniques: fusion splicing and mechanical splicing. Fusion splicing works by generating a high voltage electric arc that welds two fiber threads together. Mechanical splicing works by bringing two fiber threads heads close together in a gel that has a refraction index similar to the one of the optic cable allowing light to pass thought with a limited attenuation of the signal.

An optical distribution frame has two important parts: the inside splicing diskette and the pigtailed that are factory connected to the outside ports and the outside port panel.

Each pigtail is welded to a fiber thread.

The benefits of using an optical distribution frame are important. First, when physically rerouting a circuit, an engineer will change only the position of a patch cable. If there is no ODF present the engineer would need an optical splicing machine. Second, the ODF reduces the complexity of the wiring - the technician will not need to know the colors of the buffer and thread in the fiber to identify a portion of the circuit. All he needs to know is the port in the ODF.

In order to describe an ODF in a network monitoring system, it has to show its two main components: the inside pigtailed that are welded directly to threads from a fiber and the outside optic ports where fiber patches can be connected.

Figure 6. Figure Optical distribution frame structure

Figure 7. Optical distribution frame representation
Modeling Enclosures

The Enclosure is a fiber optic management unit used for protecting splicing from different fibers. The Enclosure has on its bottom several sockets used for incoming fiber cables that are spliced inside. On the inside, the Enclosure has several splicing diskettes that hold the welded fibers tight in place that would be otherwise vulnerable to mechanical shocks.

Figure 8. Enclosure

The Enclosure is modeled as a vector of one on one weld entries. Each weld contains two joined threads that are exactly identified by a fiber unique id and name, buffer color and thread color and a diskette number that identifies the diskette that contains the splices.

Figure 9. Optical enclosure representation

Media convertors

A media converter is a device that is used to change electrical signals on a copper cable to optical impulses that run on fiber, letting a company introduce fiber in the network without making other changes. Because of their capability, media convertors are used by networks that are in the process of upgrading from copper to fiber, and are unable to do it all at once. They have to do it incrementally either because the network is in production or they don't have the budget, manpower or the time needed.
Media converters are also used for connecting the last-mile copper connection to the optical metropolitan-area networks. The vast majority of the personal desktop computers and laptops do not have a built-in optical network card, and rely instead on the current Ethernet standard working on UTP twisted pair copper wires.

Media converters work on the physical layer of the network in accordance to the OSI stack; they do not interfere with upper-level protocol information. This lets them preserve quality of service and Layer 3 switching. They receive data signals from one media and convert them to another while remaining invisible to data traffic and other net devices. They act like bridges connecting two different communication mediums without changing the nature of the network.

The simplest form, a media converter is a small device with two media-dependent interfaces and a power supply. It can be installed almost anywhere in a network. The style of connector depends on the selection of media to be converted by the unit. In a Fast Ethernet environment, a 100Base-TX to 100Base-FX Media Converter connects a 100Base-TX twisted-pair device to a 100Base-FX compliant single or multimode fiber port that has a fiber-optic connector. In Gigabit Ethernet, a media converter is commonly deployed to convert multimode to single-mode fiber. The number of optical connectors used for fibers also varies depending on the technology used. A WDM media convertor usually uses only one fiber. Media convertor shelters can be used in places in which media convertors are packed in large numbers. These shelters are chassis-style devices designed to be rack-mounted that can be managed with SNMP.

The media convertors are modeled as network devices that contain two ports. One of the two ports is an electrical Ethernet type port such as 1000BASE-T, 1000BASE-CX, 100BASE-TX, while the other one is an optical port such as: 1000BASE-SX multi-mode fiber that is rarely used anymore, 1000BASE-LX single-mode fiber, 10GBASE-LR or 10GBASE-ER.

**Figure 10. Device characteristics**

**Fiber attenuation model**

The attenuation represents the extinction of a signal traveling on the transmission medium. The attenuations are present on all mediums. The increase in attenuation can render the transmission inefficient or even inoperational.

In fiber optics, the increase of attenuation can cause malfunction in media converting equipments and failure to establish connectivity. Large fiber attenuation, which necessitates the use of amplification systems, can be caused by several factors such as:
• A combination of material absorption in the fiber optic cable either from poor technology or production faults, or because of physical stresses to the fiber or material ageing.

• Physical phenomenon like Rayleigh scattering that states that light or other electromagnetic waves traveling through transparent solid, liquid or gas materials can be scattered by particles that have a smaller size than the wavelength of the wave or like Mie scattering [1].

• Imperfect splicing either due to technology (mechanical splicing has higher attenuation) or due to poor quality splicing machine or mishandle.

The material absorption for silica, the major component in fiber glass, is around 0.03 dB/km. Modern fiber producing technologies only manage around 0.35 dB/km. The attenuation is also influenced by the wavelength of the light used as a carrier. Higher wavelengths experience lower attenuation: for example, at 1310 nm, in accordance to the ITU-G.652, the attenuation is 0.35 dB/km; at a higher wavelength of 1625 nm, the attenuation decreases to 0.25 dB/km.

Attenuation is also affected by the number of splices. In general telecom companies accept as a valid splice a splice that has an attenuation lower than 0.1 dB/km.

Copper wired and WiFi infrastructure modeling

a) Copper cables

Copper cables represent the standard method for interconnecting devices. Old cable types like narrow coaxial for token rings or other like technologies are not supported, instead focusing on the twisted pairs. The actual cable contains 4 pairs of twisted copper wires, hence the name: twisted pair. The wires inside are twisted to prevent crosstalk between neighboring pairs and to cancel out external electromagnetic interference.

There are two main classifiers of copper cables: category (CATx) and type (UTP/STP/FTP).

The cable’s category is actually a design specification regarding its characteristics: impedance, propagation speed and delay, skew, maximum tensile load, wire size, cable thickness, bandwidth rating and so on. Mostly used categories are Cat5, Cat5e and Cat6. Cat5/Cat5e for example is meant for 100Mbps communication, while Cat6 is certified for 1Gbps.

The type of the cable is determined by its internal structure. UTP (Unshielded Twisted Pair) is the simplest cable type, containing only the four twisted pairs that are again twisted amongst themselves sheltered by an light plastic outer jacket. UTP is the most used cable type in the present due to its cheap cost and high flexibility, being used mostly indoors. FTP stands for Foiled Twisted Pair due to its extra metallic foil that covers the twisted pairs. This gives the cable a much stronger electromagnetic resistance, allowing safe usage both indoors and outdoors. The STP cable (Shielded Twisted Pair) offers even more protection, shielding each of the individual pairs with a conductive jacket. This shielding, while providing more EM and crosstalk proofing does increase its bulkiness and cost. STP is used mostly outdoors and in high EM environments.

The GIS takes into account these characteristics as the user needs to know where cables are installed and their type and category. For example, besides its physical position, it
is important to know if a failed link that will be replaced is a Cat6 STP or a simple Cat5e UTP
cable. Moreover, Gigabit ports need to be interconnected with the correct cable type,
otherwise the link will cause difficult to detect problems.

b) WiFi

Wireless technology plays an essential part of today Internet enabled networks. They allow users the possibility to move in a limited environment without losing network connectivity. Because accessing the wireless network can be done with relative ease this method of connecting the network has drawn many computer users especially the ones using laptops. This technology is used especially as a last mile solution. Although their benefits are notable there are several factors that make them unsafe for different security reasons and sometime unusable if not configured properly.

It is important to know the working frequency channels used by the WiFi enabled
devices in order to ensure that they do not interfere. The proposed network management
solution enables the network administrator to store information about the software
configuration used for the equipment, monitor the activity of point to point links and
equipments, bring up alerts when two access point devices operate on the same channel are
too close together and thus might the effects of interference.

6. User interface

The user interface requirements are similar to all applications. The interface has to
be clear and easy to be understood and used. It also has to be consistent throughout the
application. The interface model is intuitive and resembles the way network technicians
working in the field organize this type of data. Technologies like drag and drop are used to
easily identify and link together transmission mediums and equipments.

7. Conclusions and future developments

The implemented network management system is able to accurately describe most
of the components that make up the infrastructure of an internet data carrier and internet
service provider. This is an extremely important issue for the Internet Service Providers that
need to have up-to-date information about their infrastructure. Based on this information
they can implement development strategies for updating and expanding the infrastructure
with the help of the network management system. The importance of having a complete
view of the infrastructure is also vital when troubleshooting network problems. In practice
there is a big gap between the network administrators that are interested only in the logical
configuration of the network, monitoring only network transmission performance parameters
(round trip time, number of flows, packet loss, malformed packets such as runts, MTU,
bandwidth) between hosts, ignoring altogether the physical layer, and the field technician
that is responsible for maintaining the infrastructure from the physical point of view that
often doesn’t use any monitoring tools. The proposed network management system is
designed to cover this gap by documenting the infrastructure. Based on that documentation
and on the transmission parameter gathered automatically, an estimate can be given about
how much of the physical infrastructure is working and how well. Using different algorithms
for spectral analysis as seen in [5] the information gathered from the network is synthesized and presented in an easily interpreted format.

In comparison to other solutions like the hardware ones using NoC (networks on chip) the technology presented in [6] is less expensive and offers a controllable degree of redundancy.

In accordance to the ISO / OSI network layers the proposed system covers the physical layer, data link layer and parts of the network layer. In the current configuration the system only analyzes the functionality at network layer assuming that the physical topology is the same with the logical topology. In real life in some cases the physical configuration can be totally different than the logical configuration. There are technologies such as: VLAN - virtual local area networks that allow logical level segregation, MPLS that is able to create "virtual links" between distant nodes, VPN - virtual private networks and IP tunneling technologies that allow two hosts to logically communicate as if they are alone in the network and directly connected. All these technologies do not affect the accuracy of the physical layer description but they affect the monitoring algorithm and also the prediction algorithm. Future improvements will be aimed at resolving these issues. Preprocessing of vector GIS maps with techniques similar to the ones presented in [7] can be added in order to reduce the complexity of the vector maps.
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Abstract: The coastal pollution is an issue of concern for Mauritius. Since the past two decades, agricultural activities have contributed to pesticide and fertilizer run off in coastal waters. Over the recent years, the major urban and industrial growth in Mauritius have also contributed to water pollution by indirect wastewater discharge containing contaminants into rivers. As polluted water is hazardous to both marine life and human beings, it is of national interest to analyse the levels of water pollutants and the factors effecting these levels. This paper aims at developing a statistical model to evaluate the extent of coastal pollution in urbanized and agricultural regions in Mauritius. The study was carried out at two stations: St-Louis River (an urbanized industrial area) and Tamarin River (an agricultural area). A multifactor statistical model was formulated and analysed for the experimental data on the chemical and physical variables collected at the two sites for the estuary and downstream at each station, during 2001 and 2005 randomly spread over summer and winter seasons. The model is highly efficient in depicting the independent as well as the interactive effects of seasonality, time-interval, strategic locations and activities on the levels of different variables. A series of interesting conclusions were drawn from the analysis of the model. One major derivation was that the seasonal factor and time-interval had a significant effect (p-values < 0.01) on the levels of chromium, lead and nitrates at both the stations. However, the direction and magnitude were different with respect to each variable over the strategic locations. Moreover, considerable interactive effect between various factors regarding salinity was detected. These conclusions among others raise concern.
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1. Introduction

Mauritius, an island geologically with a total land area of about 1865 square kilometres is dotted with rivers and streams where most of them are sourced in the high rainfall regions of the central plateau and flow down slope towards the Indian ocean. Due to the fact that Mauritius is so small, all land based activities have an impact on the coastal zone, thus making the coastal waters prone to pollution. Over the past years, the agricultural activities, the increase in industrialization and pressure on land due to high population density have produced large volumes of waste matter which have been indirectly dumped into the surrounding marine environments. The main sources of water pollution are contamination of underground water by pesticides and fertilizers, indirect disposal of industrial waste into streams and rivers, and contamination of domestic water supplies by overflowing of sewage system. (Ramessur et al., 2009; Burnett et al., 2006).

For over 40 years, about 45% of the existing land area was covered with sugarcane plantation. Over these years, a large amount of pesticides and fertilizers have been used in order to achieve a high yield but as side effects, these agricultural practices have represented particular risks to water sources. The fertilizers and pesticides have been penetrating the ground water sources and runoff during rainfall, thus adding to the level of contaminants in the surface waters. In addition, over the past two decades, several surface water bodies have been receiving industrial effluent discharges containing chemicals and trace of metals. Metal residues and textile slurries with high trace metal concentration have caused great deal of pollution. Hence there are strong reasons to believe that coastal waters of Mauritius may possibly be undergoing degradation of the water quality arising from the presence of biological and chemical pollutants. (Anon., 1998; Anon., 2005; Breward et al., 1998).

In order to study the physico-chemical activities in the coastal waters of Mauritius, several studies have been performed and the levels of various metals, nutrients, physical and chemical parameters were recorded (Ramessur et al., 1998; Ramessur et al., 2001; Ramessur 2004). These studies have shown the presence of the toxic metals such as chromium and lead. Since the pollution of rivers and estuaries is hazardous for both the marine life and human beings, it is important to find out whether the presence of toxic substances is significantly increasing due to the impact of industrial, agricultural activities, sewage and atmospheric pollution. The aim of this paper is to develop and analyse a multifactor statistical model to assess the extent of water pollution in the coastal areas of Mauritius where agricultural or industrial activities have been in practice over last few years.

2. Materials and methods

2.1. Study Sites

The 2 sites along the western coast of Mauritius extending from St Louis to Tamarin are shown in Figure 1.

**St Louis Catchment urban estuaries (stations 1 and 2)**

The Grand River Bay estuary receives urban runoff indirectly from the St.Louis River, which flows through Pailles and Plaine Lauzun industrial and urban area. The GRNW, which discharges south of Port Louis, has a catchment area of 116 km² and is fed by small southern tributaries from Upper Plaines Wilhems and Moka district and runs adjacent to the M1 motorway.
Figure 1. Sampling stations along 2 sites on the western coast of Mauritius

Note. Urban-site 1; Rural-site 2

Tamarin estuaries (stations 3 and 4)

The Tamarin estuary is unique in its kind where the topology of the sandy beach might change overnight. Sand deposits often block the mouth of the river such that water is trapped in the estuary forming a sort of basin. Anthropogenic activities that are near the estuary are mainly related to the tourism industry and also from human settlements upstream.

2.2. Experimental Data

Physical variables --- pH ($v_1$) & Salinity ($v_2$)

Salinity was recorded in the different compartments along the St Louis River using a Bellingham and Stanley field refractometer with a precision level of 0.2%. Replicate measurements of pH and temperature in situ the river were done using a Whatman pH portable meter A270. Replicate measurements of dissolved oxygen (D.O) were made in situ using a portable D.O meter Jenway Model 9071 consisting of a ‘Clark’ type polarographic oxygen electrode after calibration using a solution of 2% sodium sulphite.

Trace metal analysis in surface sediments ---- Pb ($v_3$) & Cr ($v_4$)

Cr and Pb were determined in the extracted solution from surface sediments collected along the 2 estuaries in 2001 and 2005 using a UNICAM 929 Atomic Absorption Spectrometer (AAS) (Analytical Technology Inc. 1993). Standards used for calibration for trace metal determination in sediments were prepared from standard 1000 mg L$^{-1}$ stock solution. The working solutions (10 mg L$^{-1}$) of each Pb and Cr were prepared by diluting the stock solution in a 100 mL volumetric flask with deionised water. Standards were then prepared in the range of 1.0-4.0 mg L$^{-1}$ for Pb and 1.0-5.0 mg L$^{-1}$ for Cr. Flame AAS used for trace metal analysis in surface sediments involved the use of a mixture of acetylene and nitrous oxide for Cr at a wavelength of 357.9 nm and an air-acetylene flame for Pb at a wavelength of 217.0 and 213.9 nm respectively. The sample of carrier gas flow rate was maintained between 200-500 mL min$^{-1}$. 

Legend
Site 1 - St Louis
Site 2 - Tamarin
Replicate samples of water were collected in 200ml plastic bottles (dissolved nitrate) and glass bottles (reactive phosphate) in the coastal area in St Louis and Tamarin. Samples were stored at 4°C and analysed within 24h. The concentration of dissolved nitrite, dissolved nitrate, and dissolved phosphate were determined using standard spectrophotometric methods (Parsons et al., 1984) at 543nm and 882nm respectively using a PU 8710 spectrophotometer and a UNICAM 8700 Series UV/VIS spectrometer following calibration using known standard solutions. Quality control was achieved by analysing an internal reference independently prepared from the standard and the standard curves were verified after 10 successive runs by analysis of one standard solution within the linear range for each nutrient.

In the presence of mineral acids nitrites reacted with amines to give diazonium salts which in turn reacted with an organic amine to give a pink azo dye after 10min. The amount of azo dye produced was measured by its absorption of light at 543nm in a 10cm cuvette.

Dissolved nitrate in the samples were reduced almost quantitatively to nitrite by running samples and standards through a column containing commercially available cadmium granules coated with metallic copper. The nitrite produced were determined by diazotising with sulphnilamide and coupling with N-(1-naphththyl)-ethylenediamine dihydrochloride to form a highly coloured azo dye which was measured spectrophotometrically in 10 cm cuvettes at 543nm after 15 min. The reduction efficiency of the Cd column was determined by comparing the amount after reduction with the calculated amount supplied to the column. A correction was made for the nitrite present in the sample by analysing without the reduction step. The precision of nitrate determination was at the 1 mmol L⁻¹.

Samples for reactive phosphate analysis were immediately filtered after collection. In a suitably acidified solution, phosphate reacted with molybdate to form molybdo-phosphoric acid, which was then reduced to the intensely coloured molybdenum blue complex after 5min. The absorbance of the latter was measured at 882nm in a 10cm cell. The precision was at the 0.1 mmol L⁻¹.

Quality Control

The accuracy and precision of the method was evaluated using three replicate determination of Standard Reference Material SRM 1646a Trace Elements in Estuarine Sediments from National Institute for Science and Technology (Colorado, U.S.A) which yielded 25.6 ± 1.8 mg kg⁻¹ (Cr); 8.7 ± 1.3 mg kg⁻¹ (Pb) compared to certified values of 40.9 ± 1.9 mg kg⁻¹ (Cr) and 11.7 ± 1.2 mg kg⁻¹ (Pb) respectively (mean and standard deviation) as determined using ICP MS by NIST with % recovery as 62.8%, 82.8% and 74.4% for Cr and Pb respectively. The main causes of losses were during the digestion procedure and also included random and systematic sources of uncertainty during analysis using the atomic absorption spectrometer. Necessary corrections were made accordingly. The detection limits were 2.3, 2.2 and 1.2 mg kg⁻¹ for Cr and Pb respectively. (The limits of detection were taken as 3σ of three replicates of the procedural blank digested filter paper (3x standard deviation about the mean).

2.3. Multifactor Statistical Model

We formulate a 2⁴ factorial model following Montgomery (1997), to investigate the effect of sites (A), years (B), stations (C) and seasons (D) each with two categories over each variable. The model equation is given by
$y^r_{ijklr} = \mu + \alpha_i + \beta_j + \gamma_k + \delta_l + (\alpha\beta)_{ij} + (\alpha\gamma)_{ik} + (\alpha\delta)_{il} + (\beta\gamma)_{jk} + (\beta\delta)_{jl} + (\gamma\delta)_{kl} + (\alpha\beta\gamma)_{ijl} + (\alpha\beta\delta)_{ijl} + (\alpha\gamma\delta)_{ikl} + (\beta\gamma\delta)_{jkl} + (\alpha\beta\gamma\delta)_{ijkl} + \varepsilon_{ijklr}; \quad i, j, k, l = 1, 2 \ldots n ;$

where $y^r_{ijklr}$ is the response from $r^{th}$ sampling unit of $m^{th}$ variable $v^m_m$ ($m = 1, \ldots, 7$) for the $i^{th}$, $j^{th}$, $k^{th}$ and $l^{th}$ categories of the factors A, B, C and D respectively; $\mu$ is the overall mean effect; $\alpha$, $\beta$, $\gamma$ and $\delta$ are the main effects; $(\alpha\beta)$, $(\alpha\gamma)$, $(\alpha\delta)$, $(\beta\gamma)$, $(\beta\delta)$ and $(\gamma\delta)$ are two-way interaction effects; $(\alpha\beta\gamma)$, $(\alpha\beta\delta)$, $(\alpha\gamma\delta)$ and $(\beta\gamma\delta)$ are three-way interaction effects; $(\alpha\beta\gamma\delta)$ is the effect of interaction between all the four factors and $\varepsilon_{ijklr}$ is the error component corresponding to $y^r_{ijklr}$ such that $\varepsilon_{ijklr}$ are mutually independent and normally distributed with mean zero and variance $\sigma^2$. The model fitting is done using the software SPSS 14.

3. Results and discussions

As depicted in Figure 2, exploratory analysis of experimental data indicates that the levels of lead and chromium are much higher in St-Louis as compared to Tamarin at both the sites and for both the time points. This can be attributed to the fact that since St-Louis river flows through Plaines Lauzan, an industrial zone, it may be receiving lots of industrial waste water which elevates the level of metal content in this river.

We also notice that in winter, the level of lead is higher at both the sites. From 2001 to 2005, there has been an increase in lead content and a decrease in chromium content at Tamarin. Moreover, estuaries have comparatively higher levels of lead than in downstreams.
Figure 3 reveals that salinity and pH levels are in general higher in Tamarin estuary and especially during the summer season, there appears to be a significant difference between the two sites concerning these two physical variables. However, in winter salinity is higher in St-Louis than in Tamarin over both the years. For both the sites, pH and salinity are much higher in downstream waters than in estuaries at both the time points. It is interesting to remark that pH levels have increased over years at both the stations of St-Louis whereas these levels show a decrease over years at both the stations of Tamarin.

Concerning the level of nutrients, it is obvious from Figure 4, that the nitrate and nitrite contents at both sites have decreased drastically over the years. At St-Louis, this may be because industries are filtering their wastes before discharging into the river while at Tamarin, the decrease may be attributed to the fact that land being cleared for construction purposes, there is lesser cultivation, thus less use of fertilizers. It is observed that the phosphate content at St-Louis is higher except for winter 2005. Also, from 2001 to 2005 at Tamarin, we notice that there has been a general increase in the phosphate level.

Furthermore, the nitrate and nitrite content are higher at St-Louis at each station as compared to Tamarin over both years. Also, these nutrients at each site are higher at the estuaries. It is observed that the phosphate content at both stations was higher in St-Louis region in 2001 while at both stations in 2005, the phosphate content is higher at Tamarin. Overall, we notice that from 2001 to 2005, the phosphate content at St-Louis has fallen down while at Tamarin, there has been an increase. We also note that, the phosphate content at the estuary of each station is higher than that at downstream estuary.
With respect to the model fitting, all the assumptions of the model equation given in Section 2.3. are well satisfied by the data and the results obtained from model fitting are summarized in terms of p-values for the significant main factors as well as the interaction effects for all the variables under study and represented in Table 1.

<table>
<thead>
<tr>
<th>Sources</th>
<th>Pb</th>
<th>Cr</th>
<th>pH</th>
<th>Salinity</th>
<th>NO$_3^-$</th>
<th>NO$_2^-$</th>
<th>PO$_4^{3-}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>0.000</td>
<td>0.001</td>
<td>-</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>-</td>
</tr>
<tr>
<td>B</td>
<td>-</td>
<td>0.000</td>
<td>0.003</td>
<td>0.036</td>
<td>0.000</td>
<td>0.000</td>
<td>-</td>
</tr>
<tr>
<td>C</td>
<td>0.009</td>
<td>-</td>
<td>-</td>
<td>0.000</td>
<td>0.016</td>
<td>-</td>
<td>0.014</td>
</tr>
<tr>
<td>D</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.016</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>AB</td>
<td>-</td>
<td>0.01</td>
<td>0.000</td>
<td>0.003</td>
<td>0.000</td>
<td>0.002</td>
<td>0.034</td>
</tr>
<tr>
<td>AC</td>
<td>-</td>
<td>0.034</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>AD</td>
<td>-</td>
<td>0.038</td>
<td>0.004</td>
<td>0.000</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>BD</td>
<td>-</td>
<td>0.005</td>
<td>0.001</td>
<td>0.000</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>ABC</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.000</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

There is a significant difference between the lead contents for sites St-Louis and Tamarin. Between the stations also, we observe a significant difference at 5%. The model analysis shows that St-Louis estuary exhibits greater levels of lead as compared to Tamarin estuary. Among the treatment combinations for chromium, we notice that there is a significant difference between the chromium content for the sites and for the different years. A significant interaction is found between sites and years, stations and sites, sites and seasons, years and seasons with respect to chromium.
Further, the level of chromium content for 2005 at St- Louis downstream estuary during summer significantly exceeds than that at Tamarin downstream estuary during summer.

We also note that there is a significant difference between the pH values for years. Moreover there is significant interaction between sites and years, sites and seasons, years and seasons, with respect to pH.

For salinity we can conclude that there is a significant difference between sites, years, stations and seasons. Moreover, there is significant interaction between sites and years, sites and seasons, year and seasons, and, stations, years and sites with respect to salinity. There is a significant increase in salinity during winter, both in estuaries as well as downstream estuaries and the levels are comparatively higher in St-Louis.

With respect to nitrate levels there is a significant difference between sites, years and stations. Also a significant interaction between sites and years is observed. The model analysis confirms that as compared to Tamarin, St-Louis has higher levels of nitrates at both the stations. However, when compared over years, the levels are lower in 2005 than in 2001. The same scenario is observed for the nitrate levels. Phosphate levels had been significantly higher in St-Louis river than at Tamarin in 2001 but the situation was reverse in 2005, which implies that phosphate levels have been considerably brought down at St-Louis over years.

4. Conclusions

The analysis demonstrate the potential for Pb concentrations in estuarine sediments at St Louis to exceed contamination limits. The contamination of sediments with Pb at St louis was significant showing an increasing trend over the years which could be considered to arise from accumulation and the heavy use of leaded petrol and potentially constitute a health hazard. However, storm runoff during flash floods in summer could cause a significant decrease in the levels of Cr in the rural estuary due to dilution with cleaner background sediments comparable. Excessive nutrients at St Louis and Tamarin can promote algal blooms, leading to oxygen depletion and severe deterioration of water quality as well as fish mortality. It can be argued that agricultural, urbanization and tourism activities have contributed to an increase in anthropogenic activities and hence have increased the potential for increased land and urban runoff in the two areas.
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Abstract: Using the time series data for USA shadow economy (SE), we examine the relationship between the size of unreported economy estimated as percentage of official GDP and the unemployment rate (UR). Granger causality tests are conducted, with a proper allowance for the non-stationarity of the data. The results indicate a clearly evidence of such causality from the unemployment rate to shadow economy.
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Introduction

This paper uses the estimations of the U.S. shadow economy in order to evaluate if a structural relationship exists between the shadow economy and the unemployment rate for the United States. The structural relationship between the two variables is demonstrated by the use of an unrestricted VAR which shows the response of the shadow economy to a shock in the unemployment rate. The shadow economy is one of the causes of the inefficient functioning of the goods and labour markets. It introduces a distortion of competition within countries and among States. It is clear that the SE not only has negative effects on the economic system but also generates positive ones (Dell’Anno, 2007).
Shadow economy creates an extra added value that can be spent in the official economy. Schneider and Enste (2000) state that at least two thirds of the income earned in the SE is immediately spent in the official economy, thus having a positive effect on the latter.

The hidden economy expressed as percentage of measured GDP has been growing over the past of two or three decades. In many empirical and theoretical studies, it has been found that the tax burden is one of the biggest causes of the shadow economy, followed by the increase in government regulations such as through labour market regulations can lead to a huge increase in the cost of labour in the shadow economy.

Also, an increase in the unemployment rate reduces the proportion of workers employed in the formal sector. Consequently this leads to higher labour participation rates in the informal sector.

Data issues

In this context it is interesting to investigate the nature of the relationship between the unreported economy estimated as percentage of official GDP and the level of unemployment rate. The study use quarterly data for the period 1980-2007. Following the earlier work of Giles and Tedds (2000), Dell’Anno (2006) we have used the MIMIC models in order to generate quarterly data for the relative size of the USA shadow economy (Dobre and Alexandru, 2008).

We obtain the dimension of the shadow economy using an econometrical approach, in which we apply the MIMIC model with four causal variables and two indicators. Thus, we have obtained an MIMIC 4-1-2 as the best model, with four causal variables (tax on corporate income, social security contributions, unemployment rate, and self-employment) and two indicators (index of real GDP and civilian labour force participation rate).

For the unemployment rate the data are compiled from official data released by Bureau of Economic Analysis of USA (www.bea.gov).

We test each series for non-stationarity allowing for the possibilities of 1 (2), 1 (1) or 1 (0) data. To discover the unit roots, the Augmented Dickey-Fuller (ADF) test is used; to choose a number of lags sufficient to remove serial correlation in the residuals we have employed the Schwarz information criterion (ADF). In the following table the p-values is reported, while the null hypothesis is the presence of the unit root, and therefore a value greater than 0.05 indicates non-stationary time series.

Table1. Augmented Dickey-Fuller results

<table>
<thead>
<tr>
<th>Variable</th>
<th>Level</th>
<th>First Difference</th>
<th>Second Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>SE</td>
<td>None</td>
<td>0.1604</td>
<td>0.0006*</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>0.7474</td>
<td>0.0056*</td>
</tr>
<tr>
<td></td>
<td>T&amp;C</td>
<td>0.1132</td>
<td>0.0290*</td>
</tr>
<tr>
<td>UR</td>
<td>None</td>
<td>0.2130</td>
<td>0.0000*</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>0.2025</td>
<td>0.0000*</td>
</tr>
<tr>
<td></td>
<td>T&amp;C</td>
<td>0.2185</td>
<td>0.0000*</td>
</tr>
</tbody>
</table>

* means stationary at 0.05 level.
The results from Table 1 indicate that both SE and UR are I(1), are hence non-stationary.

Is there a structural link between shadow economy and unemployment rate?

The shadow economy measured as percentage of official GDP records the value of 13.6% in the first trimester of 1980 and follows an ascendant trend reaching the value of 18% in the last trimester of 1982. At the beginning of 1983, the dimension of USA shadow economy begins to decrease in intensity, recording the average value of 6.5% of GDP in 2007. The results of this estimation are not far from the last empirical studies for USA (Schneider and Enste 2001, Schneider 1998, 2000, 2004, 2007). Schneider estimates in his last study1, the size of shadow economy of USA as average 2004/05, at the level of 7.9 percentage of official GDP.

Figure 1 compares the trend of the shadow economy estimated by MIMIC model and the unemployment rate (UR) and shows a direct relationship between the two variables. The correlation between the estimated shadow economy and unemployment rate is found to be 0.90, confirming the presence of a strong positive relationship between the shadow economy and UR.

Giles and Tedds (2002) state that the effect of unemployment on the shadow economy is ambiguous. An increase in the number of unemployed increases the number of people who work in the black economy because they have more time. On the other hand, an increase in unemployment implies a decrease in the shadow economy. This is because the unemployment is negatively related to the growth of the official economy (Okun’s law) and the shadow economy tends to rise with the growth of the official economy.

A general way of showing the relationship between the shadow economy and UR is to estimate an unrestricted VAR model. The optimal number of lags was chosen based on the Schwartz Bayesian Criterion and Akaike’s Information. The optimal lag length was found to be 2, since the Schwartz, Akaike and Hannan Quinn information criterions indicates the same order of lag.
The estimated VAR is found to be stable (stationary), because all roots have modulus less than one and lie inside the unit circle. If the VAR is not stable, certain results (such as impulse response standard errors) are not valid.

Because both the variables are found to be integrated of first order, I(1) it is meaningful to test for possible cointegration between the two series and in table 3 we show the results applying the Johansen’s likelihood ratio “trace test” to test the null of no cointegration in the context of a bivariate VAR model. Considering the inclusion of drift or trend in the VAR model, the five possibilities suggested by Johansen are considered. Asymptotic critical values are given by Osterwald-Lenum (1992).

Table 2. The output of VAR model

<table>
<thead>
<tr>
<th></th>
<th>UR</th>
<th>SE</th>
</tr>
</thead>
<tbody>
<tr>
<td>UR(-1)</td>
<td>1.346084</td>
<td>0.289852</td>
</tr>
<tr>
<td></td>
<td>(0.15540)</td>
<td>(0.16672)</td>
</tr>
<tr>
<td></td>
<td>[ 8.66220]</td>
<td>[ 1.73855]</td>
</tr>
<tr>
<td>UR(-2)</td>
<td>-0.427679</td>
<td>-0.378604</td>
</tr>
<tr>
<td></td>
<td>(0.15810)</td>
<td>(0.16962)</td>
</tr>
<tr>
<td></td>
<td>[-2.70510]</td>
<td>[-2.23205]</td>
</tr>
<tr>
<td>SE(-1)</td>
<td>0.200389</td>
<td>1.217077</td>
</tr>
<tr>
<td></td>
<td>(0.14766)</td>
<td>(0.15842)</td>
</tr>
<tr>
<td></td>
<td>[ 1.35713]</td>
<td>[ 7.68282]</td>
</tr>
<tr>
<td>SE(-2)</td>
<td>-0.173276</td>
<td>-0.190219</td>
</tr>
<tr>
<td></td>
<td>(0.14926)</td>
<td>(0.16014)</td>
</tr>
<tr>
<td></td>
<td>[-1.16087]</td>
<td>[-1.18783]</td>
</tr>
<tr>
<td>C</td>
<td>0.212894</td>
<td>0.201711</td>
</tr>
<tr>
<td></td>
<td>(0.08841)</td>
<td>(0.09485)</td>
</tr>
<tr>
<td></td>
<td>[ 2.40804]</td>
<td>[ 2.12660]</td>
</tr>
</tbody>
</table>

R-squared 0.980858 0.995224
Adj. R-squared 0.980129 0.995042
Sum sq. resid 4.555047 5.243034
S.E. equation 0.208282 0.223458
F-statistic 1345.097 5469.989
Log likelihood 19.05021 11.31366
Akaike AIC -0.255458 -0.114794
Schwarz SC -0.132709 0.007955
Mean dependent 6.082424 10.27581
S.D. dependent 1.477550 3.173557
Determinant Residual Covariance 0.000772
Log Likelihood (d.f. adjusted) 82.01566
Akaike Information Criteria -1.309376
Schwarz Criteria -1.063877

The estimated VAR is found to be stable (stationary), because all roots have modulus less than one and lie inside the unit circle. If the VAR is not stable, certain results (such as impulse response standard errors) are not valid.

Because the both variables are found to be integrated of first order, I(1) it is meaningful to test for possible cointegration between the two series and in table 3 we show the results applying the Johansen’s likelihood ratio “trace test” to test the null of no cointegration in the context of a bivariate VAR model. Considering the inclusion of drift or trend in the VAR model, the five possibilities suggested by Johansen are considered. Asymptotic critical values are given by Osterwald-Lenum (1992).

Table 3. Johansen’s “trace” likelihood ratio tests

<table>
<thead>
<tr>
<th>Drift/Trend Case²</th>
<th>M1</th>
<th>M2</th>
<th>M3</th>
<th>M4</th>
<th>M5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Johansen’s tests</td>
<td>19.53</td>
<td>27.22</td>
<td>9.40</td>
<td>15.82</td>
<td>15.69</td>
</tr>
<tr>
<td>Crit.value 5%</td>
<td>12.53</td>
<td>19.96</td>
<td>15.41</td>
<td>25.32</td>
<td>18.17</td>
</tr>
<tr>
<td>Crit.value 1%</td>
<td>16.31</td>
<td>24.6</td>
<td>20.04</td>
<td>30.45</td>
<td>23.46</td>
</tr>
<tr>
<td>Trace Test Statistic(Ho:zero cointegrating vectors)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Johansen’s tests</td>
<td>1.95</td>
<td>9.20</td>
<td>0.19</td>
<td>6.41</td>
<td>6.37</td>
</tr>
<tr>
<td>Crit.value 5%</td>
<td>3.84</td>
<td>9.24</td>
<td>3.76</td>
<td>12.25</td>
<td>3.74</td>
</tr>
<tr>
<td>Crit.value 1%</td>
<td>6.51</td>
<td>12.97</td>
<td>6.65</td>
<td>16.26</td>
<td>6.40</td>
</tr>
<tr>
<td>Trace Test Statistic(Ho:no more than one cointegrating vector)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Assuming that we don’t have deterministic trend in data, we see that we clearly reject the null of zero cointegrating, but cannot reject the null of one cointegrating vector.

In order to find the direction of any causality between UR and SE, we apply the Granger causality to the VAR estimated model. We estimate the system and then we can apply the usual Wald test to see if the coefficients of lagged SE variables are jointly zero in the UR equation. Similarly, we test if the coefficients of the lagged UR variables are jointly zero in the SE equation. In each case, the Wald test will be asymptotically Chi Square, with degrees of freedom equal to the number of “zero restrictions”.

The results of applying the Wald tests for Granger non-causality to the VAR model appear in table 4.

Table 4: The Wald values of VAR Granger causality

<table>
<thead>
<tr>
<th>Exclude</th>
<th>Chi-sq</th>
<th>df</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>SE</td>
<td>5.465254</td>
<td>2</td>
<td>0.0650</td>
</tr>
<tr>
<td>All</td>
<td>5.465254</td>
<td>2</td>
<td>0.0650</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Exclude</th>
<th>Chi-sq</th>
<th>df</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>UR</td>
<td>9.793764</td>
<td>2</td>
<td>0.0075</td>
</tr>
<tr>
<td>All</td>
<td>9.793764</td>
<td>2</td>
<td>0.0075</td>
</tr>
</tbody>
</table>

The null hypothesis in each case is that the variable under consideration does not “Granger cause” the other variable. These results suggest that the direction of causality is from unemployment rate to shadow economy since the estimated Chi-square is significant at the 5 percent level; the critical Chi-sq=5.99(for 2 df). On the other hand, there is no “reverse causation” from shadow economy to unemployment rate, since the Chi-sq value is statistically insignificant.

Figure 2. The response of shadow economy to a shock in the unemployment rate
Figure 2 shows that the shadow economy increases by about 3.5% above the baseline in response to a shock in UR. This is followed by a gradual decline towards the baseline. This occurs at the second quarter following the initial shock. This observation concurs with the theory that, an increase in the unemployment rate in the formal sector, fuels an increase in the number of people who work in the shadow economy. Consequently, there is an expansion in the size of the shadow economy.

Given that the estimation of the shadow economy, whose nature is unobservable, is very complicated, any theoretical and empirical inference derived by these figures should be considered always as an approximation.

Conclusions

In this paper we have used time-series data for the USA hidden economy and unemployment rate in order to explore the linkages between unemployment rate and the size of shadow economy in this country from 1980’s to 2007. The size of the shadow economy was estimated using the 4-1-2 MIMIC model.

We find that the both series are cointegrated and there is a strong evidence of Granger causality from unemployment rate to shadow economy. On the other hand, there is no “reverse causation” from shadow economy to unemployment rate, since the Chi-sq value is statistically insignificant.

The impulse response function shows the response of shadow economy to a shock in the unemployment rate. Accordingly, shadow economy increases by about 3.5% above the baseline in response to a shock in UR. This is followed by a gradual decline towards the baseline. This occurs at the second quarter following the initial shock.

An increase in the unemployment rate in the formal sector, fuels an increase in the number of people who work in the shadow economy. Consequently, there is an expansion in the size of the shadow economy.
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Abstract: In recent years, physicists have been using tools from physics to study phenomena, an area of study sometimes called sociophysics and econophysics. Most of this work has appeared in physics journals, and the present paper is an attempt to bring this type of work to a largely social science audience. The focus is on the application of a differential equation model, widely used in physics, to the study of the long term trend in changes in the United States’ price level. This model is found to provide an excellent fit to the data, indicating that this trend is an exponential growth trend.
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In recent years, physicists have been using tools from physics to study phenomena typically considered to fall within the domain of the social sciences, an endeavor sometimes referred to as sociophysics and/or econophysics. The work of physicists on social networks, collective decision making, financial issues, and income distribution (Toivonen, et al., 2006; de Silva, et al., 2006; and Clement and Gallegati, 2005; Galam, 1997) are some key examples. Although some social scientists have been open to this effort (Ormerod and Colbaugh, 2006 and Keen and Standish, 2006), I think it’s fair to say that the influence of this work has probably been felt more within physics than outside of it. It is my view, however, that work on social scientific questions by physicists should be encouraged because the things we social scientists study are complex enough for us to need all the help we can get. I also think this approach of using tools from physics to study social issues should become more visible in venues that seem to mainly attract social scientists. My view about the importance of work in sociophysics and of moving it more out of the confines of physics venues is the occasion for this paper.

The paper focuses on the application of a differential equation model that’s been used in financial theory and theories of economic growth but which comes up very frequently in physics and physical chemistry. Models of radioactive decay, Newton’s Law of Cooling, and changes in the concentration of reactants over time for a first order reaction are three examples. What all these examples have in common is that the rate of change in some quantity over time is proportional to the amount of that quantity. When used to represent decay, the model stipulates that some quantity is decreasing over time. Thus, in radioactive decay the atoms of some element are decreasing in number over time, in first order
reactions the concentration of some reactant is decreasing over time, and in Newton’s Law of Cooling the temperature of something is decreasing over time. However, Newton’s Law of Cooling is also a “Law of Warming” when used to model increasing temperature over time. It’s this last example of warming that’s most relevant to the topic of this paper, since it’s concerned with increase in the price level over time. In fact, inflation may best be conceived of as a kind of increase in the “temperature” of the macroeconomic system. In any case, it will be shown that the price level increases over time in a way analogous to increases in temperature in accordance with Newton’s Law of Cooling. First, however, I will discuss previous work in economics on inflation.

**Previous Work on Inflation**

Much of the work in economics, that focuses on the dynamics of inflation, has been concerned with how changes in inflation are related to changes in other important macroeconomic variables such as unemployment, wage levels, and the money supply (Hess and Schweitzer, 2009; Christensen, 2001; Bjørnsrud and Nymoen, 2008). There has also been work on the role of expectations and inflation. Rudd and Whelan (2005) provide a nice overview of this expectations oriented work. Those concerned about expectations and inflation have been mainly concerned about so called “rational expectations,” a concept associated with New Classical Economists, and how this notion might be integrated into New Keynesian models of sticky prices.

Previous work in economics on inflation is important for both practical and theoretical reasons. Practically speaking, this type of work on inflation dynamics may lead to better forecasts of inflation that could be helpful in the design of macroeconomic policy. From a theoretical point of view, this work is important because it may move us closer to resolving theoretical debates about the factors that account for changes in inflation, debates among New Classicals, Post-Keynesians, Keynesians, Monetarists, and others. The present paper, however, will “stand back” from previous work a bit and focus simply on mathematically modeling the overall long-term trend in the price level, deliberately neglecting many of the theoretical issues, that have preoccupied previous analysts. The only theoretical assumptions I make are 1) that increases in the price level lead to expectations of even higher increases in this level in the future and 2) that changes in the price level are proportional to changes in the level of aggregate demand. Based on these assumptions I propose a self fulfilling prophecy based theory of the long term trend in the price level.

If for some reason(s), perhaps including those discussed in the studies referred to above, the price level increases and if assumption 1 holds, this will lead potential buyers to expect an even higher price level rise in the future. This may result in the following outcome: aggregate demand will increase, as more buyers purchase more goods more quickly than was the case before the price level increase in an effort to act before the expected higher price level rise occurs. If assumption 2 holds, this will result in another increase in the price level. This increase will, in turn, lead to another, bigger than before, increase in aggregate demand, as, once again, more buyers purchase more goods more quickly that was the case before out of a desire to act before the next expected higher rise in the price level. What is being suggested here is what sociologists call a self fulfilling prophecy, a case where people’s behavior, as a consequence of their expectations, end up causing the very thing
they expected to happen (Merton, 1968). In fact, as this process unfolds repeatedly, what
develops is a kind of perpetual self fulfilling prophecy. In qualitative terms, such a process
results in changes in the price level over time that are proportional to the level of prices at a
given time. Below I translate this qualitative model into a mathematical one that's been
inspired by a similar model in physics: Newton's law of Cooling.

**Newton's Law of Cooling**

A standard physics model attributed to Sir Isaac Newton, as a result of some
experimental work he'd done, is known as Newton's Law of Cooling (Cengel, 2002). In
equation form, the law states that:

\[ \frac{dT}{dt} = k(T - T_s) \]  

(1)

where "T" denotes the temperature of a given object, "t" denotes time, "T_s" denotes the
temperature of the surrounding environment, and "k" is a constant of proportionality.
Equation 1 is an example of an ordinary differential equation that can be solved by the
method of separating variables (Stroud and Booth, 2005). If both sides of equation 1 are
divided by (T – T_s) and multiplied by dt, we get:

\[ \frac{dT}{T - T_s} = kdt \]  

(2)

If we integrate both sides of equation 2, we get:

\[ \ln(T - T_s) = kt + C \]  

(3)

where "C" is an arbitrary constant. Taking the antilogarithms of both sides of equation 3
leaves us with:

\[ T - T_s = e^{kt} + e^C \]  

(4)

The rules of exponents stipulates that \( e^{kt} + e^C = e^{kt}e^C \). Taking this into account and
adding \( T_s \) to both sides of equation 4 gives us:

\[ T = Ae^{kt} + T_s \]  

(5)

Where \( A = e^C \).

Equation 5 is the general solution of equation 1. If k is less than zero, equation 5
tells us how the temperature of an object, surrounded by an environment at \( T_s \), will decrease
over time until it reaches the same temperature as its environment. If k is greater than zero,
equation 5 tells us how the object’s temperature will increase over time, the more relevant
case for the present paper. Notice in equation 5 that the increase or decrease in \( T \) is
exponential to the point where the temperature of the object comes to equal that of the
surrounding environment. As will be seen below, this is the feature that’s most analogous to the model of inflation this paper will focus on.

The mechanism behind Newton’s law of cooling has to do with the second law of thermodynamics, which, in one formulation, stipulates that heat always flows from a higher temperature object to a lower temperature object (Arieh, Ben-Naim, 2008a and 2008b). Thus, considering equation 5, along with the second law of thermodynamics, k less than zero implies that, initially, the object is at a higher temperature than its surroundings. k greater than zero implies that the object is initially at a lower temperature than its surroundings. The microscopic interpretation of the second law of thermodynamics, a hallmark of statistical mechanics, explains the second law and, by extension, Newton’s law of cooling in terms of the interactions of the particles that make up the systems under investigation (Arieh, Ben-Naim, 2008a and 2008b). The price inflation version of Newton’s law, to be discussed below, also has a microscopic basis in the “particles” that make up the economic system. These particles are the buyers and sellers in the various markets that make up the economy, and I assume that these particles interact with one another in such a way as to lead to the kind of self fulfilling prophecy discussed above.

The Price Inflation Version of Newton’s Law of Cooling

The type of feedback process involved in price levels changes, discussed above, has implications for how to model such changes. The self fulfilling process I’ve described leads to the stipulation that changes in the price level over time are proportional to the level of prices at a given time. Symbolically this is:

$$\frac{dP}{dt} = kP \quad (6)$$

Here “P” denotes the overall price level, “t” denotes time, and k is a constant of proportionality. This equation, like equation 1, can be solved by separating variables. If both sides of equation 1 are multiplied by dt and both sides are divided by P, we end up with:

$$\frac{dP}{P} = kdt \quad (7)$$

If we now integrate both sides of equation 7, we get:

$$\ln P = kt + C \quad (8)$$

where “C” is an arbitrary constant. Taking the antilogarithms of both sides of equation 8 leaves us with:

$$P = Ae^{kt} \quad (9)$$

If we replace $e^c$ with A we get:

$$P = Ae^{kt} \quad (10)$$
which is the general solution of equation 6.

Compare equation 10 with equation 5. There are very similar in form, with the only
difference being that the right side of equation 5 has another constant, while the right side
of equation 10 does not. However, both equations model exponential growth or decline,
depending on the sign of k.

In order to see if equation 10, and by implication equation 6, fit available data, I
took the logs of both sides of equation 10, which leaves us with:

\[ \ln P = \ln A + kt \]  \hspace{1cm} (11)

Data

In an effort to determine if equation 11 fit available data, I used data from the
website of the United States Department of Labor (2009). This website contains monthly data
on the Consumer Price Index for urban consumers (CPI-U) from 1913 to 2008 for a total of
1,164 data points. The CPI-U is calculated on a regular basis by U.S. analysts and is widely
considered to be a measure of the general price level in the U.S. Thus, the CPI-U is my
measure of P seen in equations 6 through 11; therefore instead of referring to the CPI-U
below, for simplicity and consistency, I’ll continue referring to P. Since I used monthly data, t
in equations 6 though 11 is measured in units of months.

Results

Equation 11 was fit to the to the P series using ordinary least squares regression.
The adjusted R² value for the model was .92, indicating an excellent fit to the data. That is,
this R² value provides strong evidence that equations 6 through 10 more than adequately
model inflation over this period, consistent with the self fulfilling nature of price level
changes referred to above. The regression model output provided .003 as an estimate of k
and 2 as an estimate of \( \ln A \). Thus, the price inflation version of Newton’s Law of Cooling
might best be described as a law of warming, with prices trending exponentially higher over
time. It follows from the regression output that \( A = e^{\ln A} = e^2 = 7 \). Thus, equation 11 takes the
form:

\[ \ln P = 2 + .003t \]  \hspace{1cm} (12)

and equation 10 takes the form:

\[ P = 7 e^{.003t} \]  \hspace{1cm} (13)

Figure 1 displays a graph of P against t, indicating the exponential long term trend
in P.
A key difference between this model and the physics version is that in the physics version, the laws of thermodynamics result in the temperature rise ceasing once equilibrium has been reached. There appears to be no laws of thermodynamics in the social realm to perform this function. Thus, aside from possible deflationary episodes caused by economic downturns, the upward trend in price level can apparently go on indefinitely.

The United States Department of Labor’s website also has price level data for the months of January through July of 2009. I used these data to test out of sample predictions of the model spelled out in equation 10. First, I calculated the predicted values for \( T = 1,165 \) through 1,171 (the months of January 2009 to July 2009) using equation 13. I compared these to the actual values for these time points from the Department of Labor’s website. The comparison was made using the percentage error formula which is:

\[
\frac{\text{actual value} - \text{predicted value}}{\text{actual value}} \times 100
\]  

The \( R^2 \) value of .92 already provides evidence of the strong predictive power of the model, and this is reinforced by the fact that all of the absolute values of the percentage errors were less than 10%.

**Discussion**

This paper has focused on the analysis of changes in the price level. “Standing back” from traditional debates about the correlates of inflation, involving New Keynesians, New Classical, Monetarists, and others, I have modeled the long term dynamics of price level changes on the assumption that increases in the price level respond to increases in aggregate demand and that price level changes unfold as a kind of self fulfilling prophecy. These assumptions led to an ordinary differential equation that's popular in physics for
modeling the cooling or warming of objects in a surrounding medium, and this model was found to have an excellent fit to a time series of inflation data for the United States. Evidence for this fit was the very high $R^2$ value of .92 and the relatively small percentage errors referred to above. Thus, Newton’s Law of Cooling appears to be applicable to the dynamics of price inflation and, hopefully, this finding will provide more impetus for and acceptance of the agenda of sociophysics.
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Abstract: Recently, Romania put into practice the private pension system, which includes compulsory pensions and voluntary ones, as alternatives to statutory (public) pension scheme. According to the Romanian laws, private pension funds can invest in securities issued on regulated and supervised market from Romania, EU Member States, European Economic Space, and third countries a percentage ranging between 10% and 50% of the total pension fund assets. This study should be viewed in the current global financial context whereas, currently, the most powerful and stable financial markets are experiencing problems with the sudden drop in financial asset prices, low liquidity and a reduction in investment on the capital market. The administrators of these funds for the fundamental analysis applied on securities should consider the social component of their activity, since the public pension system is undercapitalized and encountered many problems arising from the influence of economic, social, demographic, political factors.

In this article, for the selection of listed stocks to be included in a portfolio, we propose a score function. Using this method we determine which of the companies analyzed previously had the best performance in terms of an investor with risk aversion, and the final goal will be identify the best three companies included in BET index in terms of return and risk. The weights of each indicator were the results of the use of Likert scale.
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1. Private pension system in the European Union. The case of Romania

In the year 2008, Romania put into practice the private pension system, which includes compulsory pensions and voluntary ones, as alternatives to statutory (public) pension scheme, regarded as inadequate for social protection of the active populations, became further pensioners. The public pension system had significant problems, not only in Romania, but in the entire European Union. This is the reason why all the states tried to find alternative solutions,
having both similar strategies and some national specific measures, based on some qualitative and quantitative indicators which ranked the countries from this point of view.

Private pension funds in Romania establish their activities on a well regulated system and their performances will depend on the future private compulsory pensions. Taking into consideration the social component of these types of funds for the active employed population upon 35 years, the investments of insured population contributions are strictly regulated by the Romanian laws.

Private pension system in Romania was built in accordance to World Bank classification for this field, named pillar of pensions:\n
- Pillar I – public pension systems, as type “pay as you go”, PAYG, with defined benefits;
- Pillar II – privately administrated pension funds, with defined contribution, compulsory for young population with age under 35 years and voluntary for active persons with age between 35 and 45 years;
- Pillar III – voluntary pension systems, private administrated, based on individual accounts.

Figure 1. The multi-pillar pension system built and implemented in Romania since 2008

In the European Union, were identified four categories of states, for the implemented pension system point of view, respectively:
1. with less developed private pension systems, with no intentions to change these circumstances: Spain and France;
2. with well developed private pension systems, based constantly on these systems: Denmark, Holland, Great Britain;
3. with public and reformed “pay as you go” systems, with compulsory private pillar pension, supporting the public system with significant difficulties: Bulgaria, Estonia, Latvia, Lithuania, Hungary, Poland, Romania, Slovakia, Sweden;
4. with traditional social insurance systems, sometimes together with a minimum level of social insurance, this had implemented a private pension system: Germany, Austria, and Italy.

The multipillar system can be described having some particularities for Central and Eastern Europe countries, compared to more-developed states from European Union, as it can be seen in the following table:

Table 1. The multipillar pension systems from the European Union. Particularities for Central and Eastern Europe

<table>
<thead>
<tr>
<th></th>
<th>PILAR I</th>
<th>PILAR II</th>
<th>PILAR III</th>
<th>PILAR IV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Central and East</td>
<td>Public pension</td>
<td>Compulsory</td>
<td>Voluntary</td>
<td>Occupational</td>
</tr>
<tr>
<td>Europe</td>
<td></td>
<td>private pension</td>
<td>private pension</td>
<td>pension</td>
</tr>
<tr>
<td>UE 15 countries</td>
<td>Public pension</td>
<td>Occupational</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>pension</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Source: www.csspp.ro
The starting point for multipillar pension systems takes into consideration the demographical characteristics of Europe, a continent which slowly, but surely, gets old. The decrease of live birth per year and the fertility rate, together with improvements in life expectancies in some countries are the most important reasons. Each member state must build an individual pension system, taking into account different previous crises – political and economical – sometimes with armed conflicts, having distinct developing level of the economy.

For instance, Croatia is one of the countries with an eventful recent history, with significant implications on the national pension system. In almost one decade (1991-2001), its population decreased with 3% (in absolute values, approximately 150,000 inhabitants), in the year 2001, getting to 4,300,000 citizens. The demographic structure was changed due to the armed conflict in this geographic region. The number of pensioners was growing, including war invalids and the descendants of the victim of the conflagrations (for example, war widow). Moreover, the deceased persons in this conflict are social contributors for the pay as you go system, which were diminished with more than 30% (for 525,000 to 360,000 persons). This special case sustains the requirement for methods based on socio-economic features for each country³.

In Romania, the most important reasons for pension reform are: the population ageing, the increasing values of old age dependency ratio, with possible insolvency of the “pay as you go” pension system. In order to improve the current public system, including the case of Romania, were taking into consideration some direct measures such as: increasing of the age for retirement, but together with special measures for those who require early retirement, because the population can choose, for example, advanced or invalidity pension and can work in the same time, based on the cost of opportunity concept. Regarding the age of retirement, there are a lot of public debates in the European Union referring to the gender differences for normal-age public pension, even if the life expectancy are relatively similar for both men and women. In some countries from European Union, the age for retirement has already been equalised or will be progressive equalised in the future (for example, Estonia will equalised the age for retirement until 2016, at 63 years).

In Romania, the multipillar system can be seen as a possible solution to prevent the insolvency of the public pension system. Especially, the pillar III can be an alternative solution, but, for example, in 2008 this sector is still not developed. The annual yield for private pension funds were between 6% and 50.83%. The most important causes for this evolution are the legal provisions, such as the tax deduction of social contribution for voluntary private pension: 250 euro, in real terms means 40 euros (15%·250 euros). In Czech Republic, the level of tax deduction is around 12.000 Czech crowns, which it means about 480 euros (20 November 2008⁴). Moreover, can be mentioned the limit of 15 % from gross income for saving placements in pension pillar III.

2. Investment policy for private administrated pension fund in Romania

Private pension system in Romania was elaborated as defined contribution system, which it means that the insured person knows the percent/the level of paid contribution for his entire active life, without knowing the level of benefits as private pension, after the retirement. The opposite system has the definite benefits, the social contributor knowing the level of his future pension, based on his regular payments as social contribution.
According to the Romanian laws, both Pillar II and III guarantee, as a private pension, a sum equal to total paid contribution, less transfer penalties and legal services\(^5\). In order to multiply the total contribution paid by the social contributors, the pension fund administrator must invest the assets, taking into consideration the social role of this type of institutional investor.

The investments made by an administrator, taking into consideration a medium level for risk, with a less impact of profitability, must comply with some legal limits. The most important financial instruments (with maximum limits of 70% and the minimum percent of 10%) in which a private administrated pension fund can invest are as it follows:

- deposits in rol or hard currency to any credit institution authorized to function in Romania, in European Union or in European Economic Space – maximum 20% in total assets;
- accounts in rol or hard currency to any credit institution authorized to function in Romania, in European Union or in European Economic Space – maximum 5% in total assets;
- T-bonds issued in Romania or in any European Member state or in European Economic Space – maximum 70% in total assets, with the following sub-limits: (1) 50% in T-Bonds with a maturity less than a year; (2) 70% in T-Bonds with a maturity more than a year;
- Bonds and other financial assets issued by the local authorities from Romania or any European Member state or in European Economic Space – maximum 30% in total assets;
- securities traded on regulated and supervised capital markets from Romania, EU Member States or the European Economic Space - maximum 50% in total assets with the following sub-limits:
  - securities traded on regulated markets in Romania - 35%;
  - securities traded on regulated markets from the European Union or European Economic Space, other than Romania - 35%;
  - corporate bonds of the Romanian issuers - 30%;
  - corporate bonds from issuers from the European Union Member States or from the European Economic Area other than Romania, which received from international rating agencies the rating “investment grade” - 30%.

Initially was not taken into account the information concerning the market where the securities are traded - in Romania, any other Member States from the European Union or European Economic Space and the percentage of 50% was considered the maximum for all the assets required. The Regulation no. 3/2009 on the investments from the private administrated pension funds the interpretation was diversified and the emphasis is mainly on ratings given by international rating agencies. We can observe that the regulation did not say anything about the corporate bonds with no rating as “investment grade”.

- T-bonds and other financial instruments issued by third countries – maximum 15% from the total assets;
- bonds and other securities issued by local government authorities in third countries, the percentage of up to 10% of the total pension fund assets etc.

In the period 2008-2009, we can not made statistically significant considerations about the yields of the privately managed pension funds from Romania because it would be simple speculation. It can make some observations when we analyze the portfolio-target for Pillar II and III, but it is possible that the deviation is too large, as a factor influencing this observation being also the short time horizon, for which we have no information.

According to official data from Private Pension System Supervisory Commission (PPSSC), at the end of the August 2009, especially due to the financial and economic crisis, the most
important destination for investments were government securities (58.37%), about 35% from the total assets were invested in corporate bonds, municipal bonds, supranational bonds and shares and 4.66% in bank deposits6.

Regarding voluntary pension from Pillar III, at this moment their portfolios are targeted mainly to government bonds, approx. 60% from their total assets. At the end of August 2009, from the total amount of assets of 161.5 million rol, administrated by the voluntary pension funds, 14.28% were placed in corporate bonds, 11.07% in shares, 5.06% in municipal bonds and 3.61% in bank deposits.

Here are two examples of states that have implemented a few years the multipillon pension system and they already have publicly available information about the return of private administrated funds. Thus, at the end of 2008, Czech Republic, with a population of 10,241,000 inhabitants and a GDP of 198.978 billion USD have one of the most powerful markets of private pension funds. Net assets from the Pillar III recorded a remarkable upward trend, coming from a volume of 6.342 million crowns, made in 1995 to 167.196 million crowns in 2007, i.e. an increase in nominal terms by 2636%. Over 40% of the Czech Republic has a private pension account, at June 30, 2008 there are 4,135,169 of participants and the market leader, as in Romania, is the ING company, with a market share of 27.03%.

Hungary is also a reference market for private pension funds. For the third pillar, the number of adherents increased continuously for the period 1998-2007, coming in the last year of that period to 1,385,440 members, a very large number if we think that their population is about 9,981,330 inhabitants. Total assets ranged from 100.41 million forints (in 1998) and 744.37 million forints (value recorded for 2007)7.

In February 2009, PPSSC came with new regulatory provisions (Regulation no. 3/2009) regarding the degree of risk associated with privately administrated pension fund. Depending on the proportion of the low-risk instruments in their portfolios, each of the Romanian private administrated pension funds may be associated with one of the following degrees of risk:

- low risk – with a total holdings of the low-risk instruments varying between 100% -85%;
- medium risk - with a total holdings of the low-risk instruments varying between 85% - 65%;
- high risk - with total holdings of the low-risk instruments varying between 65% - 50%.

In conclusion, we can say that despite some legislative provisions that provide some guarantees regarding the granting of private pensions when the participants of today will meet the retirement age, the uncertainty regarding the level of these pensions is obvious. Supervisory Commission of Private Pension System has a great responsibility from this point of view, the specific legislation being emerging.

3. Methods of portfolio management based on listed shares on Bucharest Stock Exchange

As shown in the previous subsection, private pension funds can invest a percentage ranging between 10% and 50% of the total pension fund assets in securities issued on regulated and supervised market from Romania, EU Member States, European Economic Space, and third countries. The percent of 50% of the assets is quite high, which may lead a private pension fund to pass from a medium risk level to one higher. In Romania we can illustrate with
such a pension fund that is Generali, which announce the target structure of its portfolio is considering investing 36% of its assets in securities traded.

If we analyse the problem of setting up a portfolio which can contain stocks, in order to assure a certain percentage of growth without excessive increase risk in the global financial crisis, we can say that the portfolio manager of any pension fund is facing a major challenge at least in the short to medium term. For this reason, we consider that this research approach is particularly useful as the capital markets worldwide are in the process of reconfiguring and resizing, being strongly marked by decreases in exchange rates, even for the best of financial investment.

We focused on Romania as a country that is emerging and the Romanian capital market is a market with a significant potential of growth. This fact is demonstrated by the data provided by a report from the agency Standard Poor’s. According to this report, during 2002-2006, the Romanian capital market recorded an annualized increase of 69.7% while the S&P/IFCG index has in the same period an increase of 36.2%. The Romanian Stock Exchange recorded higher returns over other emerging markets from Russia, China, Egypt and Brazil. After the EU accession, the Romanian capital market recorded a growth of 15-25% in 2007.

This study should be viewed in the current global financial context whereas, currently, the most powerful and stable financial markets are experiencing problems with the sudden drop in financial asset prices, low liquidity and a reduction in investment on the capital market. This is confirmed by high correlation between the BET index and S&P500 of 0.92, recorded last year. Therefore, the distrust of investors in capital markets is generalized in an international context.

4. Some recent financial trends of the Romanian capital market

In Romania, the first steps regarding capital markets’ creation were taken upon the establishment of trade exchanges in 1839 and Bucharest Stock Exchange (BSE) was officially opened on December 1st 1882. Its activity was influenced by social and political events of the time (the uprising of 1907, 1912-1913 Balkan War, World War, when the stock market was closed), and in 1948 the Effects, Shares and Exchange Stock Exchange closed down. Stock Exchange has started again, when BSE was re-established.

The evolution of the listed shares was moderated in the early trading according to the consolidation and implementation of the mechanisms for trade and investment and due to the lack of investor’s confidence in the Romanian capital market, and after that it had an upward trend from 1996 to 2007. Thus, in 1996 there was a decrease in market capitalization, with an upward trend in 1997 through the adoption of program trading for 5 days per week, increasing the number of issuers and financial intermediaries, but more importantly, due to massive foreign investment on the Romanian capital market. In 1998 followed the market capitalization dropped again due to lack of investor confidence determined by the political instability. Since 1999, this indicator has seen an upward trend, moving from 572.5 million rol in 1999 to around 85 billion lei in 2007, registering an increase of about 145.64%.

The year 2007 is the last year in which BSE has increased (see figure no.2), and after that followed a significant decrease for the most important stock indexes and indicators. Thus, BET reported in 2008 the largest annual decrease recorded in its entire existence, approximately 70% decrease, which cancelled the increases from the previous years. Also, in February 2009, BET has the lowest value from October 2003 to date, of 1887.14 points. Market capitalization in 2008 had a reduction of approximately 46% from the previous year and the total turnover
decreased by approximately 49% over the same period. Surprisingly, in September 2009 compared with the previous year, the market capitalization has seen an increase of 76%, but the total turnover decreased with almost 45%. These trends are explained due to the increase of sales from the part of the non-resident investors, but in the last two years their purchases of shares on the Romanian capital market fell. Instead, residents have performed with speculative investments, leading to increased volatility on the exchange market in Romania. The evolution of market capitalization and total turnover are similar to that seen on the emerging markets in the area.

![Figure 2. The evolution of the market capitalization on BSE during the period 1996-2009 (mil. Rôl)](http://www.bvb.ro)

5. Methods of fundamental analysis applied on shares issued by the Romanian listed companies

Fundamental analysis applied on securities has two main components, namely an analysis using both financial, accounting indicators and capital market ones. The two types of analysis are based on specific indicators, but it is recommended to use both methods to obtain a more accurate economic and financial reality for each issuing company.

Private pension funds must make a very careful analysis, both regular and more complex of the portfolios of financial instruments created in order to make the necessary corrections in time when economic reality requires. This type of analysis should consider the social component of the activity of each private pension funds from Romania (and beyond) since they were created as a viable and more profitable alternative than public pension system, undercapitalized and encountered many problems arising from the influence of economic, social, demographic, political factors.

While private pension funds can invest in Romania up 50% of assets in shares, we realized the next study in terms of investor with risk aversion due to the abovementioned arguments. Were used financial information provided by the selected companies for the period 2004-2007, and stock indicators registered by them in 2005-2009. To take into account the important feature of a stock portfolio of a private pension fund, we choose the assessed shares to be those included in the structure of BET index. This selection is relevant because BET index includes ten most liquid shares traded on BSE. In a first phase, will examine the economic and financial situation for the selected companies and, in a second phase, based on the results
obtained from the scores’ method, will be chosen the top three companies whose shares can be recommended to an investor with risk aversion.

5.1. Analysis of financial ratios for shares add in the BET Index using the fundamental analysis

The most important five financial ratios based on the Balance Sheets of the ten companies included in the BET Index are represented in the Annex 1. There is also included the inflation rate which helps us to evaluate the indicators in real terms.

The figures from Annex 1 show us that the majority of these companies have reported values for return on assets and return on equity lower than the inflation rate in the year 2004. Still, in the next years, the situation has improved and these ratios have overcome the inflation rate. Besides, a common feature of these companies is represented by the higher level of return on equity compared with the level of return on assets, which highlights the fact that debts facilitated to gain due to the leverage effect.

Investors with risk aversion are more likely to give a higher importance to indicators like current liquidity, solvability rate and total debt/total assets because these indicators reflect the companies’ ability to cover the current debt, to pay the obligations on long term and they also reflect the proportion of the external financial resources in the stable financial resources.

In this context, our study is relying on the evolution of these ratios, as it follows:

- **Azomures**: two weak features of this company are represented by the return on assets and the return on equity. So, the company reported values of these ratios below the value of the inflation rate in 2004 and 2005, in 2006 recorded financial loss, whilst 2007 was the only year when the company presented a level of the return on assets above the level of the inflation rate. Still, the return on equity did not manage to surpass the return on assets, the latter being with 0.32 percentage points lower than the first one. The company capacity to meet the current obligations assumed, reflected by the current liquidity, and had overcome the optimal value in 2004-2007. The extent that the company can meet its obligations on long term, represented by the solvability rate, is a good one because this rate has been above the minimum level of 2 in the period 2005-2007. These two indicators, the current liquidity and the solvability rate, could help to strengthen the investors’ confidence in this company. The total debt/total assets ratio reported a negative evolution by recording values higher than the maximum level of 0.5 in the reported period. Nevertheless, this situation can be positively interpreted because the borrowed capital had been invested in projects which helped the company to record in 2007 the highest return on assets and return on equity rates reported in the analyzed period. Also, in 2007, the company succeeded to report a profit after a year in which it recorded a financial loss. Besides, the total debt/total assets indicator presents a descending trend, in 2007 it had been very close to the level considered optimal, which strengthens once again the previous statement under which the company doesn’t need any more external resources in a high proportion because the necessary investments in order to develop the business have already been processed and they have lead to the increase of the companies’ profitability.

- **Biofarm**: in the analyzed period, the current liquidity has been greater than the optimal value, which means a low financial risk of the company. The solvability rate has known a positive trend, which emphasize a decrease of the company debt with almost 25 percent in 2007 related to 2004, while the total assets has increased with 162 percent. The total debt/total assets ratio recorded an ascending evolution and it was below the maximum
value in this period, which means a reduction of the external resources borrowed in order to sustain the investments made by the company.

- **BRD- Groupe Societe Generale**: the current liquidity had values over the optimal level, which means a lower financial risk. The solvability rate had an important fluctuation in 2004-2006, whereas in 2007 became stable at the level of 1.18. This value is sub-optimal, which highlights a growth in firm’s leverage. This situation is confirmed by the total debt/total assets ratio, which is up to the maximum value in this period of time. This indicator explains the dynamics and the values recorded by the solvability rate, meaning that the company preferred external resources rather than internal ones. From a bank’s perspective, this situation is a favourable one because an important percentage of the external resources are represented by the bank deposits, which confirms clients’ confidence and its high performances.

- **S.S.I.F. Broker**: the companies’ financial risk is very low because, in each year, the current liquidity and the solvability rate were greater than the minimum level. Besides, the total debt/total assets had reported values under the maximum level. Even though these indicators have recorded optimal values, the trend is inadequate: over the years the current liquidity and the solvability rate have decreased and the total debt/total assets have increased.

- **Impact Developer & Contractor**: the current liquidity had a positive trend, with values higher than the minimum level in the period 2004-2007. Instead, in 2006, the solvability rate had a value less than the minimum level, but in 2007 it reached a normal value. A different trend had the ratio total debt/total assets, with the highest value in 2006 and the minimum one in 2007.

- **Rompetrol Rafinaria**: the solvability rate presented has grown from 1.08 in 2004, under the minimum value of 2, to levels over the minimum value in 2005 and 2006. In 2007, it reached again a sub-optimal value. Regarding the current liquidity, the company has reported values up to the minimum level in the analyzed period. The leverage exceeded the maximum level in the period 2004-2007, which could signify an unprofitable use of the external resources. This statement is also strengthened by the fact that the company did not succeed to obtain profit in 2006 and 2007.

- **Petrom**: its indicators had acceptable values, although the current liquidity reduced from 4.79 in 2004 to 1.82 in 2007, a situation that could influence negatively the investors’ decision. The level of leverage was substandard, while the solvability rate has reported more than satisfactory values.

- **C.N.T.E.E. Transelectrica**: the current liquidity was lower than the minimum value in 2004, but in 2005-2007 it reported a positive change. In the analyzed period, except year 2005, the solvability rate was superior to the minimum level. Although it recorded values greater than the maximum level, the total debt/total assets ratio decreased from 1.65 in year 2005 to 0.68 in 2007. Consequently, we need to focus over these ratios in the following period in order to analyse the companies’ ability to pay off the long term debt and its solvability.

- **S.N.T.G.N Transgaz**: the company had some difficulties with its liquidity, with values less than the minimum value for 2005 and 2006. Instead, the company had no problem with its solvability rate because the values were greater than the minimum level for the entire period. The total debt/total assets had been superior to the maximum value, with a decrease in 2007. However, in 2007 this rate is very close to the optimal value. Moreover, in the same
year, the current liquidity had overcome the minimum value, which determined a lower need for the external resources.

- **Transilvania Bank**: regarding the solvability rate in 2004-2006, the company could reach some difficulties in paying off its total debt. Another weak point is leverage, up to the standard (maximum) level in the entire period of time, with an ascending trend. Instead, the company had no difficulties as regards both its liquidity and solvability. Similar to BRD, Transilvania Bank had leverage higher than the optimal value. Also, in 2007, this ratio is greater than for BRD in the same year. If we will study the Balance Sheets for both banks, we will discover that even though Transilvania Bank had a higher leverage, it did not manage to made more bank deposits than BRD. So, in the case of Transilvania Bank, the higher level of this ratio is not an advantage.

5.2. **Fundamental analysis through the capital market indicators**

In Annex 2 we presented six capital market indicators for each of the listed companies from the BET Index and the values of these indicators for the entire market, for the period 2005-2009.

For the entire period, there is a growing trend for market capitalization in 2005-2007 and a decreasing one in 2008 and 2009, similar with the evolution for the total turnover. The analysis must be made in an unfavourable general, international context, including the case of the Romanian capital market, with “bear” markets since the beginning of 2008. The market capitalization is an important indicator for the investors with risk aversion because it shows the market value of a company\(^{13}\). The company with the highest value for the market capitalization in 2009 is Petrom and it is followed, like in the years before, by BRD-Groupe Societe Generale.

PER and P/BV ratio had general descending trends, which can be favourable for the investors because stocks with lower values for both PER and P/BV offer greater dividend yields than the ones with higher values for these indicators. Impact and Petrom are two appropriate examples through PER and dividend yield\(^{14}\). Thus, even though Impact has recorded in 2007 the highest value for PER, but the dividend yield was zero, while Petrom reported in 2005 an annual value for PER of 106.75 and the dividend yield was only 0.69, and in 2009 PER dropped to 3.53 and dividend yield rose to 9.94.

Generally, the velocity turnover had a descending trend, without significant variations during the period 2004-2007. This relatively stable situation is preferred by the investors with risk aversion because it gives them confidence in those stocks. A stable turnover velocity signifies an important and continuous volume of transactions. This means a minimal fluctuation for the stock prices and, in addition, it allows the investor to make frequent changes in its portfolio. However, in 2008 and 2009, due to the global financial crisis, in Romania the velocity turnover has known an important reduction at the market level as well as for each company from BET index. Certainly, there are a few exceptions like Azomures, BRD, Impact and Transilvania Bank. This means that the investors’ interest in these companies’ stocks is still high.

In the following paragraphs, we will present the particular situations reported in the capital market indicators, classifying the selected companies on economic specific sectors:

- **The manufacturing industry** (chemical products and substances manufacture): in our study includes Azomures and Biofarm. Because Biofarm became a part of the BET index in March 2009 it is obvious that the company’s strength feature is represented by the turnover velocity. While the financial crisis grew deeper, Azomures reported a level of the turnover velocity of 5.56 in 2008 and 4.26 in 2009, while it recorded only a 0.8 value in
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2007. Instead, Biofarm presented a continuous decrease of this ratio from 10.42 in 2005 to 2.06 in 2009. In addition, while the companies included in BET index structure had reductions for market capitalization and total turnover ratios in 2008 compared with the previous year, Azomures presented a double increase of the market capitalization and a nearly 14 times increase of the total turnover. Another strong point of this company is represented by PER, which rose from a negative value in 2007 to a positive one in 2008 and 2009, while the PER reported by Biofarm dropped from the maximum of 29.81 reached in 2007 to 5.15 in the current year. None of the two companies had a dividend payout different from zero. Regarding the P/BV ratio, we can see a decline of this ratio for both companies, a trend that is also highlighted by the entire capital market for the entire period.

- The financial intermediary sector is represented by BRD, S.S.I.F. Broker and Transilvania Bank. In terms of market capitalization, all three financial institutions had an ascending evolution in 2005-2007. In 2007, they have reported the highest values of market capitalization and total turnover, excepting Transilvania Bank, which presented the highest values of the total turnover in 2005. After 2007, it followed a significant decrease of those ratios, the most important decline being reported by S.S.I.F. Broker with a 91 percent fall of the market capitalization in 2009 compared with 2007 and a 93 percent decrease of the total turnover in the same period.

Regarding the turnover velocity, it had a significant decrease for Transilvania Bank, from 4.56 in 2005 to 1.95 in 2007. After this year, it followed an ascending trend by reaching 4.63 in 2009. Due to face value’s consolidation, its stocks were suspended from trading on the capital market between 15th September 2008 and 7th January 2009, which can be considered as a possible explanation for this financial trend. So, the company avoided the major reductions that characterized the capital market in October 2008 and it tried to slow down the decrease of its own shares price by buying them back in a maximum 5 percent value of its equity.

The most significant variation of the turnover velocity had also S.S.I.F. Broker. This company has known a reduction of this ratio from 10.74 in 2005 to 6.87 in 2009. BRD reported insignificant variations of the turnover velocity, although it dropped from 0.94 in 2005 to 0.49 in 2006, but in the following years it presented increasing values. So, in 2009 it succeeded to slightly overcome the value reached in 2005 by reporting a value of 0.97. Because of the low variation of this ratio, BRD has an advantage compared with the two other companies in this field from the point of view of an investor with risk aversion. Besides, it reported the highest increase of dividend yield, from 2.12 in 2005 to 11.4 in 2009. This evolution can be explained by the companies’ desire to maintain the investors’ interest in its stocks, especially during the financial crisis, when the dividend yield increased from 1.41 in 2007 to 3.58 in 2008 and 11.4 in 2009. Another explanation could also be the fact that the dividend yield growth is based on the decline of the stocks price, which is a representative situation in the case of a worldwide financial crisis.

The other two companies had not developed a dividend policy. The dividend payout presents a major concern for the investors with risk aversion, who take decisions on long term and they give an important attention to the income based on dividends distribution.

Similar to the trend reported by the capital market regarding PERs’ evolution, the financial institutions that we analyzed presented significant reductions of this ratio. The most important variation had in the case of Transilvania Bank, from a maximum level of 37.49
reached in 2006 to 1.31 in 2009, while BRD has known the lowest decrease (from the maximum 25.20 in 2007 to 2.95 in this year).

- **The energetic field** is represented by companies like Rompetrol, Petrom, Transelectrica and Transgaz. This sector of activity draws investors’ attention through the significant variation for capital market indicators. So, it recorded notable decrease for PER, whom reported a fall from a positive value in 2005, 65.87, to a negative one in 2008 and 2009, respectively (-26.27) and (-1.19), in the case of Rompetrol. For Petrom, this ratio decreased from 106.75 in 2005 to 3.53 in the current year. Reported to the other two companies, Transelectrica presented the lowest decrease of this ratio, from the maximum value of 19.32 in 2008 to 4.64 in the current year. Moreover, Rompetrol presents major fluctuations for the turnover velocity and the P/BV ratio and, in addition, it had distributed no dividend. By the contrary, Petrom reported an increase of the dividend yield from 0.69 in 2005 to 5.45 in 2008 and 9.94 in 2009, with a decrease in turnover velocity from 2.29 in 2006 (after it has grown with 1.82 in the previous year) to 0.25 in 2008. Nevertheless, we can see a slight increase of the velocity turnover in the case of both companies in 2009, with 0.05 percentage points in the case of Petrom and with 0.42 percentage points in Rompetrol case. Instead, Transelectrica presented a descending trend in the same period.

In the case of Transgaz, it is too soon to draw some conclusions mostly because this company has been listed on the Romanian Stock Exchange in January 2008. However, our attention is drawn by the fact that the P/BV ratio recorded an upper level in 2008, compared with other three analyzed companies in the same year. Also, the values of PER and the dividend policy represent an advantage against Transelectrica and Rompetrol. Thus, if in the case of Transelectrica, PER presented a 14.68 decrease in 2008-2009, in Transgaz case, it has reduced with 4.47 in the same period, while Rompetrol presented a negative value, as we mentioned earlier. A solid point is represented by the dividend yield, which has increased from 4.36 in 2008 to 6.24 in 2009, while Transelectrica has known an insignificant rise of this indicator with only 0.17 percentage points in the same period and Rompetrol did not develop a dividend policy in the entire period.

According to the turnover velocity, Transgaz presented in 2009 the lowest value and it is followed by Petrom. However, these two companies remain an attractive investment for investors with risk aversion due to the higher levels of the dividend yield recorded.

- **In the construction sector** the only company included in the BET Index is Impact and this is the reason why the specific values for the capital market indicators will be compared with the ones recorded by the capital market, as a whole. This company had significant variations for PER, which rose from 17.46 in 2005 to 77.16 in 2007 and after that it followed a decrease to 33.46 in 2008 and continued up to 4.67 in 2009. The high values of this ratio can be explained through its overvaluation, which became undervalued in 2009. Although, the market value of PER had a similar trend, with low fluctuations, from 24.43 in 2005 to 3.26 in 2009. The turnover velocity had an ascending evolution from 1.9 in 2006 to 5 in the current year, while the same indicator reported by the market has known a decline from 14.03 to 9.56, in the same period. Although, the P/BV ratio emphasizes a face value greater than the market value, up to 0.13 in 2009, which emphasizes an unfavourable feature for the company image. Moreover, the company had no dividend payout. It is necessary to mention the fact that the changes occurred in the case of the turnover velocity and the P/BV ratio are due to the consolidation procedure developed from September 2008 to February 2009 and to the process of buying back 4
percent of its own stocks\(^{19}\). These measures determined the stocks price’s stabilization, which were affected by the real estate’ crisis which followed the financial crisis. The real estate’ crisis developed especially in the fourth trimester of 2008.

6. Score method for choosing a stock portfolio for a private administrated pension fund

The private administrated pension funds are those entities that will provide, in Romania, in the upcoming years, the private pension system alongside the public pension. The level of pension will depend on the net asset value created and managed by these funds. In this context, the assets will depend significantly on the efficiency of investments in various financial instruments and the final decision, in this context, belong to the fund’s administrator. In this article, for the selection of listed stocks to be included in a portfolio, we propose a score function. Using this method we determine which of the companies analyzed previously had the best performance in terms of an investor with risk aversion, and the final goal will be identify the best three companies included in BET index in terms of return and risk.

The proposed “score function” will have the following form:

\[ Z = \sum_{i=1}^{n} p_i \cdot R_i \]

where:

- \( p_i \) – the relative weight associated to the indicator (rapport) \( R_i \);
- \( R_i \) – the rapport taken into consideration;
- \( n \) – number of the significant rapports for the model.

Depending on the outcome raised from the function score, it will be identified the most attractive stocks from a minority shareholder’s point of view, with risk aversion, investing capital market in Romania.

The significant indicators (rapports) to be included in the score function derived on the above indicators analyzed in this article, taking into account the findings of a survey included in the study of Dragota and Serbanescu (2009) about the behaviour of investors on the capital market in Romania\(^{20}\).

Through this study, were obtained information on the investment options of the participants on the stock exchange, their attitude towards risk, how to protect against this risk, their information sources and the frequency at which investors appeal to those data, the foresight about their portfolio’s yields, and a series of demographic information on employment status and position occupied, the level and nature studies, their age and “maturity” on the Romanian capital market. Respondents received either directly or by e-mail a questionnaire including 17 questions. The questionnaire was sent to the Romanian individual investors\(^{21}\).

The study of Dragota and Serbanescu (2009) describe the selection criteria taking into consideration by the investors for their investment decision as regards the stocks included in the portfolio. The investors participating in the survey considered that the main criterion to be considered is profitability, 64.86% of them giving it maximum points. The second most important criterion, according to respondents, is liquidity, 51% of respondents giving to liquidity a score of 4/5. On the third place was considered the risk. The previous performances and industry are considered less important by the respondents. In this ranking, it must be identified the switch between liquidity (most important) and risk, which may be a clue to the speculative’ behaviour of
Regarding the perception of risk, approximately 80% of respondents define risk as the variability of the market price. Only 19% believe that the risk means the bankruptcy risk, while 17% associated the risk with the possibility of no cash dividend. From the total number of respondents, 7.43% define risk as the possibility that the securities to be suspended from the transaction on the stock market. Only one respondent consider nationalization as a possible risk, which can be viewed as a confidence of investors in terms of economic development of Romania as a market economy.

The share \( p_i \) associated with each score rapport \( R_i \) recommended to be used to develop stocks portfolio will be based on these findings, the method used for processing the data being the Likert's scale. The Likert Scale is a rating device frequently used in marketing research questionnaires in which respondents indicated their level of agreement with a statement by choosing the appropriate response from the scale, e.g. strongly disagree, disagree, undecided, agree, strongly agree.

In the analysis conducted up to this moment for the listed stocks included in BET index, we select those indicators \( R_i \) that correspond to the preferences of the Romanian investors who have been surveys, namely:

1. the dividend yield (capital market indicator) has a special importance in our score function because the minority shareholders are concerned, firstly, about the dividends and then about the capital gains. In addition, “dividends are seen as an object of consumption, while the shares as an investment, hence the reluctant to sell shares and encouraging earnings from dividends (Dragota V. Dividend policy. An approach in the context of economic environment from Romania, 2003);
2. the total turnover (capital market indicator) because the investor is interested to conduct frequent trading in its portfolio to avoid losses from changing in market prices. In addition, a high rate of liquidity guarantees a certain stability in the stock price;
3. the current liquidity ratio (financial indicator) because, as we noted above, minority shareholders are investors with risk aversion;
4. total debt/total assets (financial indicator) have less interest for this class of investors. However, its importance arises from the fact that its grater value shows the volatility of the net income and the increase of the insolvency risk. Since the current liquidity ratio is considered an indicator to quantify risk, we use both indicators in the score function, using their arithmetic average;
5. PER reflects the price that investors are willing to pay for a monetary unit of net income per share or the number of years needed to recover the investment, when the full distribution of net profit as dividends. In general, it is estimated that stocks with a PER value above the average value for the industry are overvalued, while those with a PER value under the average value for the industry are undervalued. However, the trend of PER must be compared with the evolution of the financial indicators, taking into consideration that this coefficient is influenced by the accounting policy used by the company. It is therefore considered that a normal level of PER is within the range 15-2522.

In the score function, based on the findings from the cited survey, we will consider a rate between each company's PER and the average value of PER for the economic sector in which it belongs.
We calculate the weights related to each indicator considered in the analysis, using Likert scale and the results of the survey carried out among investors on the Romanian capital market, as follows:

a) \[ p_{\text{profitability}} = \frac{1x0 + 2x6 + 3x12 + 4x34 + 5x96}{148} = 4.48; \]
b) \[ p_{\text{liquidity}} = \frac{1x0 + 2x11 + 3x29 + 4x75 + 5x33}{148} = 3.88; \]
c) \[ p_{\text{risk}} = \frac{1x6 + 2x19 + 3x111 + 4x6 + 5x6}{148} = 2.91; \]
d) \[ p_{\text{previous performance}} = \frac{1x25 + 2x104 + 3x13 + 4x6 + 5x0}{148} = 2.00; \]
e) \[ p_{\text{sector}} = \frac{1x128 + 2x8 + 3x7 + 4x5 + 5x0}{148} = 1.25. \]

The score function will be the following:

\[ Z = 4.48 X_1 + 3.88 X_2 + 2.91 X_3 + 2 X_4 + 1.25 X_5 \]

where:

- \( X_1 \) - the current dividend yield;
- \( X_2 \) - the total turnover;
- \( X_3 = \frac{\text{current}_\text{liquidity}_\text{ratio} + \text{total}_\text{debt}/\text{total}_\text{assets}}{2} \);
- \( X_4 \) - the dividend yield from the previous year;
- \( X_5 = \frac{\text{PER}_\text{company}}{\text{PER}_\text{sector}} \).

**Table 2. The application of the score method for the stocks included in BET index**

<table>
<thead>
<tr>
<th>Company</th>
<th>( X_1 )</th>
<th>( X_2 )</th>
<th>( X_3 )</th>
<th>( X_4 )</th>
<th>( X_5 )</th>
<th>( Z )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Azomures S.A.</td>
<td>0</td>
<td>2.52</td>
<td>1.06</td>
<td>0</td>
<td>4.37</td>
<td>18.31</td>
</tr>
<tr>
<td>Biofarm S.A.</td>
<td>0</td>
<td>4.98</td>
<td>1.82</td>
<td>0</td>
<td>-2.42</td>
<td>22.15</td>
</tr>
<tr>
<td>BRD - Groupe Societe Generale S.A.</td>
<td>11.4</td>
<td>0.7</td>
<td>5.92</td>
<td>3.58</td>
<td>1.06</td>
<td><strong>79.48</strong></td>
</tr>
<tr>
<td>S.S.I.F. Broker S.A.</td>
<td>0</td>
<td>8.06</td>
<td>3.16</td>
<td>0</td>
<td>0.76</td>
<td>41.42</td>
</tr>
<tr>
<td>Impact Developer &amp; Contractor S.A.</td>
<td>0</td>
<td>3.19</td>
<td>2.63</td>
<td>0.16</td>
<td>3.32</td>
<td>24.51</td>
</tr>
<tr>
<td>Rompetrol Rafinare S.A.</td>
<td>0</td>
<td>2.3</td>
<td>1.2</td>
<td>0</td>
<td>1.6</td>
<td>14.12</td>
</tr>
<tr>
<td>Petrom S.A.</td>
<td>9.94</td>
<td>0.79</td>
<td>1.65</td>
<td>5.45</td>
<td>1.91</td>
<td><strong>65.70</strong></td>
</tr>
<tr>
<td>C.N.T.E.E. Transselectrica</td>
<td>3.78</td>
<td>1.03</td>
<td>1.03</td>
<td>3.61</td>
<td>2.69</td>
<td>34.51</td>
</tr>
<tr>
<td>S.N.T.G.N. Transgaz S.A.</td>
<td>6.24</td>
<td>0.43</td>
<td>0.89</td>
<td>4.36</td>
<td>2.33</td>
<td><strong>43.85</strong></td>
</tr>
<tr>
<td>Banca Transilvania S.A.</td>
<td>0</td>
<td>3.36</td>
<td>7.04</td>
<td>0</td>
<td>2.35</td>
<td>36.45</td>
</tr>
</tbody>
</table>

* were taking into consideration the average values for the period January 2005 – March 2009;
** were taking into consideration the average values for the period 2004-2007.

According to the results obtained, companies have the best performance are BRD - Groupe Societe Generale, Petrom and SNTGN Transgaz. Except BRD, which gave shareholders dividends in all years examined, Petrom has distributed dividends only in the years 2006-2008, while Transgaz distributed dividends every year but we must take into account the fact that it was listed on BSE in early 2008. It also shows that the three companies have shown no considerable variation in the total turnover, but experienced significant fluctuations in market capitalization,
for the coefficient PER, similar to changes from the capital market, as a whole, in the reported period. Instead, BRD offset the significant variability for the PER coefficient offset by obtaining the highest dividend yield for the three selected companies, for the entire period.

7. Conclusions

The study was designed from the perspective of an investor with risk aversion as should be considered the private pension funds. Accordingly, we considered as representative for the fundamental analysis the most ten liquid shares listed on the Bucharest Stock Exchange, included in the BET index. The main indicators used to measure the companies’ performances were the dividend yield, total turnover, PER, current liquidity ratio and the leverage. The three stocks considered representative for an investor with risk aversion were selected based on a score function, the weights of each indicator being the result of the use of Likert scale. Since no model was built for the economic environment in Romania, we considered a model that had the coefficients for the score function both financial and capital market indicators. Thus, the best companies in terms of an investor with risk aversion have proved to be BRD - Groupe Societe Generale, Petrom and SNTGN Transgaz.

At this moment, the transactions from Bucharest Stock Exchange are purely speculative. This is due to the international financial crisis generated by sub prime mortgage crisis with upper risk from the United States of America and by the turbulence in international financial markets, with significant effects on the Bucharest Stock Exchange, too. Therefore, it is recommended that investment decisions on the capital market in Romania should be taken with caution.
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**Annex 1.**

**Analysis of economic and financial situation for the companies included in the BET Index**

<table>
<thead>
<tr>
<th>Company</th>
<th>Indicator</th>
<th>2004</th>
<th>2005</th>
<th>2006</th>
<th>2007</th>
</tr>
</thead>
<tbody>
<tr>
<td>Azomures</td>
<td>Return on assets</td>
<td>10.63%</td>
<td>6.46%</td>
<td>0</td>
<td>16.65%</td>
</tr>
<tr>
<td></td>
<td>Return on equity</td>
<td>11.36%</td>
<td>6.46%</td>
<td>0</td>
<td>16.33%</td>
</tr>
<tr>
<td></td>
<td>Current liquidity</td>
<td>1.17</td>
<td>1.22</td>
<td>1.2</td>
<td>1.64</td>
</tr>
<tr>
<td></td>
<td>Solvability rate</td>
<td>1.85</td>
<td>2.16</td>
<td>2.23</td>
<td>3.02</td>
</tr>
<tr>
<td></td>
<td>Total debt/Total assets</td>
<td>1.11</td>
<td>0.82</td>
<td>0.77</td>
<td>0.51</td>
</tr>
<tr>
<td>Biofarm</td>
<td>Return on assets</td>
<td>16.75%</td>
<td>19.32%</td>
<td>17.1%</td>
<td>8.75%</td>
</tr>
<tr>
<td></td>
<td>Return on equity</td>
<td>19.03%</td>
<td>20.45%</td>
<td>18.03%</td>
<td>8.95%</td>
</tr>
<tr>
<td></td>
<td>Current liquidity</td>
<td>2.29</td>
<td>2.57</td>
<td>3.88</td>
<td>4.8</td>
</tr>
<tr>
<td></td>
<td>Solvability rate</td>
<td>3.59</td>
<td>4.19</td>
<td>6.30</td>
<td>12.63</td>
</tr>
<tr>
<td></td>
<td>Total debt/Total assets</td>
<td>0.39</td>
<td>0.31</td>
<td>0.19</td>
<td>0.09</td>
</tr>
<tr>
<td>BRD - Groupe Societe Generale</td>
<td>Return on assets</td>
<td>2.47%</td>
<td>3.92%</td>
<td>3.32%</td>
<td>3.77%</td>
</tr>
<tr>
<td></td>
<td>Return on equity</td>
<td>24.31%</td>
<td>22.71%</td>
<td>21.95%</td>
<td>26.53%</td>
</tr>
<tr>
<td></td>
<td>Current liquidity</td>
<td>3.70</td>
<td>3.57</td>
<td>3.27</td>
<td>2.55</td>
</tr>
<tr>
<td></td>
<td>Solvability rate</td>
<td>1.24</td>
<td>4.19</td>
<td>1.18</td>
<td>1.18</td>
</tr>
<tr>
<td></td>
<td>Total debt/Total assets</td>
<td>6.62</td>
<td>7.22</td>
<td>10.7</td>
<td>9.66</td>
</tr>
<tr>
<td>S.S.I.F Broker</td>
<td>Return on assets</td>
<td>18.18%</td>
<td>28.18%</td>
<td>22.56%</td>
<td>24.28%</td>
</tr>
<tr>
<td></td>
<td>Return on equity</td>
<td>18.18%</td>
<td>28.19%</td>
<td>22.63%</td>
<td>24.33%</td>
</tr>
<tr>
<td></td>
<td>Current liquidity</td>
<td>11</td>
<td>5.69</td>
<td>4.68</td>
<td>3.25</td>
</tr>
<tr>
<td></td>
<td>Solvability rate</td>
<td>14.69</td>
<td>7.35</td>
<td>4.88</td>
<td>7.44</td>
</tr>
<tr>
<td></td>
<td>Total debt/Total assets</td>
<td>0.07</td>
<td>0.16</td>
<td>0.26</td>
<td>0.16</td>
</tr>
<tr>
<td>Impact Developer &amp; Contractor</td>
<td>Return on assets</td>
<td>13.64%</td>
<td>4.51%</td>
<td>5.52%</td>
<td>1.66%</td>
</tr>
<tr>
<td></td>
<td>Return on equity</td>
<td>19.07%</td>
<td>6.98%</td>
<td>10.06%</td>
<td>2.27%</td>
</tr>
<tr>
<td></td>
<td>Current liquidity</td>
<td>2.54</td>
<td>4.25</td>
<td>6.04</td>
<td>4.45</td>
</tr>
<tr>
<td></td>
<td>Solvability rate</td>
<td>2.35</td>
<td>2.11</td>
<td>1.84</td>
<td>2.49</td>
</tr>
<tr>
<td></td>
<td>Total debt/Total assets</td>
<td>0.82</td>
<td>0.98</td>
<td>1.27</td>
<td>0.69</td>
</tr>
<tr>
<td>Rompetrol Rafinare</td>
<td>Return on assets</td>
<td>1.23%</td>
<td>7.1%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td></td>
<td>Return on equity</td>
<td>10.93%</td>
<td>18.03%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td></td>
<td>Current liquidity</td>
<td>1.66</td>
<td>1.53</td>
<td>1.33</td>
<td>1.06</td>
</tr>
<tr>
<td></td>
<td>Solvability rate</td>
<td>1.08</td>
<td>2.56</td>
<td>2.46</td>
<td>1.93</td>
</tr>
<tr>
<td></td>
<td>Total debt/Total assets</td>
<td>1.18</td>
<td>0.94</td>
<td>0.77</td>
<td>1.07</td>
</tr>
<tr>
<td>Petrom</td>
<td>Return on assets</td>
<td>0%</td>
<td>9.13%</td>
<td>13.36%</td>
<td>9.62%</td>
</tr>
<tr>
<td></td>
<td>Return on equity</td>
<td>0%</td>
<td>13.2%</td>
<td>12.66%</td>
<td>13.49%</td>
</tr>
<tr>
<td></td>
<td>Current liquidity</td>
<td>4.79</td>
<td>3.2</td>
<td>2.78</td>
<td>1.82</td>
</tr>
<tr>
<td></td>
<td>Solvability rate</td>
<td>6.53</td>
<td>7.83</td>
<td>8.50</td>
<td>8.11</td>
</tr>
</tbody>
</table>
### Quantitative Methods Inquires

<table>
<thead>
<tr>
<th>Company</th>
<th>Indicator</th>
<th>2004</th>
<th>2005</th>
<th>2006</th>
<th>2007</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Total debt/Total assets</td>
<td>0,13</td>
<td>0,15</td>
<td>0,13</td>
<td>0,15</td>
</tr>
<tr>
<td>C.N.T.E.E.</td>
<td>Return on assets</td>
<td>2,34%</td>
<td>1,92%</td>
<td>8,57%</td>
<td>1,47%</td>
</tr>
<tr>
<td>Transelectrica</td>
<td>Return on equity</td>
<td>2,51%</td>
<td>4,37%</td>
<td>12,61%</td>
<td>2,16%</td>
</tr>
<tr>
<td></td>
<td>Current liquidity</td>
<td>0,24</td>
<td>1,11</td>
<td>1,45</td>
<td>1,44</td>
</tr>
<tr>
<td></td>
<td>Solvability rate</td>
<td>2,11</td>
<td>1,67</td>
<td>2,52</td>
<td>2,58</td>
</tr>
<tr>
<td></td>
<td>Total debt/Total assets</td>
<td>0,97</td>
<td>1,65</td>
<td>0,7</td>
<td>0,68</td>
</tr>
<tr>
<td>S.N.T.G.N.</td>
<td>Return on assets</td>
<td></td>
<td>7,87%</td>
<td>18,79%</td>
<td></td>
</tr>
<tr>
<td>Transgaz</td>
<td>Return on equity</td>
<td></td>
<td>13,4%</td>
<td>19,85%</td>
<td>14,30%</td>
</tr>
<tr>
<td></td>
<td>Current liquidity</td>
<td></td>
<td>0,89</td>
<td>0,3</td>
<td>1,84</td>
</tr>
<tr>
<td></td>
<td>Solvability rate</td>
<td></td>
<td>2,11</td>
<td>2,38</td>
<td>2,84</td>
</tr>
<tr>
<td></td>
<td>Total debt/Total assets</td>
<td></td>
<td>0,94</td>
<td>0,77</td>
<td>0,58</td>
</tr>
<tr>
<td>Transilvania Bank</td>
<td>Return on assets</td>
<td>2,97%</td>
<td>2,73%</td>
<td>1,94%</td>
<td>2,47%</td>
</tr>
<tr>
<td></td>
<td>Return on equity</td>
<td>20,16%</td>
<td>11,6%</td>
<td>16,84%</td>
<td>42,93%</td>
</tr>
<tr>
<td></td>
<td>Current liquidity</td>
<td>4,50</td>
<td>3,73</td>
<td>4,16</td>
<td>4,41</td>
</tr>
<tr>
<td></td>
<td>Solvability rate</td>
<td>1,14</td>
<td>1,14</td>
<td>1,15</td>
<td>1,15</td>
</tr>
<tr>
<td></td>
<td>Total debt/Total assets</td>
<td>7,54</td>
<td>9,50</td>
<td>10,16</td>
<td>12,26</td>
</tr>
</tbody>
</table>

### Capital market indicators for companies included in the BET Index for the period 2005-2009

<table>
<thead>
<tr>
<th>Company</th>
<th>Year</th>
<th>Market capitalisation (RON)</th>
<th>Total turnover (RON)</th>
<th>PER</th>
<th>DIVY</th>
<th>Turnover velocity</th>
<th>P/BV</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2005</td>
<td>56.917.130.000</td>
<td>6.871.900.000</td>
<td>24,43</td>
<td>0,92</td>
<td>19,6</td>
<td>3,33</td>
</tr>
<tr>
<td>Capital market</td>
<td>2006</td>
<td>73.341.790.000</td>
<td>9.725.890.000</td>
<td>18,03</td>
<td>1,72</td>
<td>14,03</td>
<td>2,72</td>
</tr>
<tr>
<td>indicators</td>
<td>2007</td>
<td>85.962.390.000</td>
<td>13.512.880.000</td>
<td>19,37</td>
<td>2,16</td>
<td>16,05</td>
<td>3,05</td>
</tr>
<tr>
<td></td>
<td>2008</td>
<td>45.701.490.000</td>
<td>6.831.840.000</td>
<td>4,11</td>
<td>8,57</td>
<td>4,75</td>
<td>0,76</td>
</tr>
<tr>
<td></td>
<td>2009</td>
<td>38.453.220.000</td>
<td>679.620.000</td>
<td>3,26</td>
<td>10,61</td>
<td>9,56</td>
<td>0,61</td>
</tr>
<tr>
<td>Azomures</td>
<td>2005</td>
<td>150.708.349</td>
<td>2.152.661,27</td>
<td>4,83</td>
<td>3,5</td>
<td>1,35</td>
<td>2,87</td>
</tr>
<tr>
<td></td>
<td>2006</td>
<td>102.269.511</td>
<td>668.023,16</td>
<td>9,77</td>
<td>0,63</td>
<td>0,39</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2007</td>
<td>100.384.560</td>
<td>847.805,63</td>
<td>-33,02</td>
<td>0,8</td>
<td>0,38</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2008</td>
<td>202.654.071</td>
<td>12.453.937,56</td>
<td>2,88</td>
<td>5,56</td>
<td>0,62</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2009</td>
<td>100.472.233</td>
<td>4.283.823,67</td>
<td>0,39</td>
<td>4,26</td>
<td>0,29</td>
<td></td>
</tr>
<tr>
<td>Biofarm</td>
<td>2005</td>
<td>194.007.361</td>
<td>19.358.392</td>
<td>22,34</td>
<td>10,42</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2006</td>
<td>249.151.902</td>
<td>14.039.961</td>
<td>23,54</td>
<td>5,86</td>
<td>4,72</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2007</td>
<td>390,847,733</td>
<td>14.198.089,33</td>
<td>29,81</td>
<td>3,7</td>
<td>5,81</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2008</td>
<td>257.403.241</td>
<td>31.109.481,1</td>
<td>18,48</td>
<td>23,3</td>
<td>2,48</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2009</td>
<td>73.209.739</td>
<td>1.577.729</td>
<td>5,15</td>
<td>2,06</td>
<td>0,48</td>
<td></td>
</tr>
<tr>
<td>BRD - Groupe</td>
<td>2005</td>
<td>7.572.995.536</td>
<td>44.660.266,85</td>
<td>23,61</td>
<td>2,12</td>
<td>0,94</td>
<td></td>
</tr>
<tr>
<td>Societe Generale</td>
<td>2006</td>
<td>12.340.964.381</td>
<td>61.017.780,42</td>
<td>24,98</td>
<td>1,67</td>
<td>0,49</td>
<td>6,54</td>
</tr>
<tr>
<td></td>
<td>2007</td>
<td>17.486.420.589</td>
<td>89.869.123,92</td>
<td>25,20</td>
<td>1,41</td>
<td>0,51</td>
<td>7,89</td>
</tr>
<tr>
<td></td>
<td>2008</td>
<td>11.240.440.734</td>
<td>59.366.521,03</td>
<td>12</td>
<td>3,58</td>
<td>0,58</td>
<td>4,69</td>
</tr>
<tr>
<td></td>
<td>2009</td>
<td>3.751.653.171</td>
<td>36.626.310</td>
<td>2,95</td>
<td>11,4</td>
<td>0,97</td>
<td>1,09</td>
</tr>
<tr>
<td>S.S.I.F. Broker</td>
<td>2005</td>
<td>80.331.251</td>
<td>9.308.776,4</td>
<td>28,89</td>
<td>0,16</td>
<td>10,74</td>
<td></td>
</tr>
<tr>
<td>PLC</td>
<td>2006</td>
<td>119.204.537</td>
<td>8.360.801,08</td>
<td>12,88</td>
<td>0,92</td>
<td>6,56</td>
<td>2,94</td>
</tr>
<tr>
<td></td>
<td>2007</td>
<td>302.775.530</td>
<td>27.399.009,42</td>
<td>13,71</td>
<td>8,45</td>
<td>4,5</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2008</td>
<td>173.446.942</td>
<td>10.920.444,58</td>
<td>5,33</td>
<td>7,68</td>
<td>1,63</td>
<td></td>
</tr>
<tr>
<td>Impact Developer</td>
<td>2005</td>
<td>24.836.670</td>
<td>1.861.463</td>
<td>2,77</td>
<td>6,87</td>
<td>0,16</td>
<td></td>
</tr>
<tr>
<td>&amp; Contractor</td>
<td>2006</td>
<td>306.459.433</td>
<td>9.836.652,58</td>
<td>17,46</td>
<td>2,22</td>
<td>2,89</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2007</td>
<td>485.166.753</td>
<td>9.204.108,33</td>
<td>51,77</td>
<td>0,35</td>
<td>1,9</td>
<td>2,82</td>
</tr>
<tr>
<td>Rompetrol</td>
<td>2008</td>
<td>924.866.932</td>
<td>19.722.874,92</td>
<td>77,16</td>
<td>2,09</td>
<td>5,82</td>
<td></td>
</tr>
<tr>
<td>Rafinarie</td>
<td>2009</td>
<td>348.533.333</td>
<td>9.106.916,02</td>
<td>31,36</td>
<td>4,07</td>
<td>1,5</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2005</td>
<td>1.872.456.621</td>
<td>84.703.526,42</td>
<td>65,87</td>
<td>0,44</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2006</td>
<td>1.892.429.230</td>
<td>45.553.791,75</td>
<td>55,86</td>
<td>2,45</td>
<td>2,38</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2007</td>
<td>2.040.835.742</td>
<td>35.724.815,08</td>
<td>-18,04</td>
<td>1,69</td>
<td>1,08</td>
<td></td>
</tr>
</tbody>
</table>
### Table: Financial Data

<table>
<thead>
<tr>
<th>Company</th>
<th>Year</th>
<th>Market capitalisation (RON)</th>
<th>Total turnover (RON)</th>
<th>PER</th>
<th>DIVY</th>
<th>Turnover velocity</th>
<th>P/BV</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Petrom</strong></td>
<td>2008</td>
<td>1,001,566,680</td>
<td>12,726,488,37</td>
<td>-26.27</td>
<td>0</td>
<td>1.26</td>
<td>0.54</td>
</tr>
<tr>
<td></td>
<td>2009</td>
<td>548,581,175</td>
<td>9,237,387</td>
<td>-1.19</td>
<td>0</td>
<td>1.68</td>
<td>0.27</td>
</tr>
<tr>
<td></td>
<td>2005</td>
<td>191,979,837</td>
<td>48,893,270,33</td>
<td>106.75</td>
<td>0.69</td>
<td>0.47</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>2006</td>
<td>8,477,639,783</td>
<td>27,178,442,92</td>
<td>25.35</td>
<td>2.22</td>
<td>2.29</td>
<td>1.76</td>
</tr>
<tr>
<td></td>
<td>2007</td>
<td>28,175,297,377</td>
<td>67,301,371,75</td>
<td>17.85</td>
<td>2.98</td>
<td>0.67</td>
<td>2.8</td>
</tr>
<tr>
<td></td>
<td>2008</td>
<td>20,840,311,525</td>
<td>4,396,657,47</td>
<td>10.62</td>
<td>5.45</td>
<td>0.25</td>
<td>1.61</td>
</tr>
<tr>
<td></td>
<td>2009</td>
<td>8,893,125,008</td>
<td>26,754,542,95</td>
<td>3.53</td>
<td>9.94</td>
<td>0.30</td>
<td>0.68</td>
</tr>
<tr>
<td><strong>C.N.T.E. Transelectrica</strong></td>
<td>2006</td>
<td>2,222,391,297</td>
<td>3,090,5639,2</td>
<td>18.46</td>
<td>0.87</td>
<td>1.44</td>
<td>2.46</td>
</tr>
<tr>
<td></td>
<td>2007</td>
<td>2,885,767,193</td>
<td>25,430,911,08</td>
<td>16.42</td>
<td>2.87</td>
<td>0.93</td>
<td>1.57</td>
</tr>
<tr>
<td></td>
<td>2008</td>
<td>1,578,460,991</td>
<td>15,154,113,98</td>
<td>19.32</td>
<td>3.61</td>
<td>0.94</td>
<td>0.69</td>
</tr>
<tr>
<td></td>
<td>2009</td>
<td>698,823,286</td>
<td>5,651,926,33</td>
<td>4.64</td>
<td>3.78</td>
<td>0.8</td>
<td>0.3</td>
</tr>
<tr>
<td><strong>S.N.T.G.N. Transgaz</strong></td>
<td>2008</td>
<td>2,277,717,134</td>
<td>13,907,760,9</td>
<td>9.91</td>
<td>4.36</td>
<td>0.57</td>
<td>2.52</td>
</tr>
<tr>
<td></td>
<td>2009</td>
<td>1,259,408,846</td>
<td>3,680,913,33</td>
<td>5.44</td>
<td>6.24</td>
<td>0.29</td>
<td>0.8</td>
</tr>
<tr>
<td><strong>Transilvania Bank</strong></td>
<td>2005</td>
<td>1,902,935,155</td>
<td>86,264,698,17</td>
<td>33.51</td>
<td>0</td>
<td>4.56</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>2006</td>
<td>3,334,077,644</td>
<td>77,001,484,75</td>
<td>37.49</td>
<td>0</td>
<td>2.58</td>
<td>6.84</td>
</tr>
<tr>
<td></td>
<td>2007</td>
<td>4,132,479,049</td>
<td>77,916,597,33</td>
<td>30.94</td>
<td>0.29</td>
<td>1.95</td>
<td>6.41</td>
</tr>
<tr>
<td></td>
<td>2008</td>
<td>3,243,420,181</td>
<td>61,791,751,81</td>
<td>13.8</td>
<td>0</td>
<td>3.09</td>
<td>4.81</td>
</tr>
<tr>
<td></td>
<td>2009</td>
<td>787,707,495</td>
<td>37,359,092,67</td>
<td>1.31</td>
<td>0</td>
<td>4.63</td>
<td>0.65</td>
</tr>
</tbody>
</table>

---
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Abstract: Micro spectroscopy can be used for the early diagnosis of critical ailments. Early diagnosis is crucial for identifying the presence of a disease before it progresses beyond a critical stage. It has been shown that micro spectroscopy can be used as a non-invasive or limited-invasive approach for detecting different stages of cervical intraepithelial neoplasia. The unique spectral "fingerprint" that characterizes premalignant cells can be used to differentiate each stage from normal (healthy) cells. Techniques lacking automatic, objective, sensitive and rapid diagnostic tools are not sufficient. We have developed SPECTRALYZER, a novel micro spectroscopical computational tool for automated complementary diagnostic analysis.
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1. Background

Cervical cancer especially invasive squamous cell carcinoma is the second most prevalent cancer among women [1-4] and squamous cell carcinoma constitutes 80–90% of cervical cancers. Screening programs, especially the identification of precancerous lesions at an early stage, can produce good prognoses and prompt early treatment to prevent advanced-stage cancer and death [5].

Current tests, such as PAP smears and a polymerase chain reaction [6], though they can detect cervical cancer, do not give the total diagnosis unless they are supported by histology or results of biopsies.

During the onset of cervical cancer and neoplasia, the biochemical composition of tissues becomes altered [7]. Several approaches to quantitatively link these changes with spectral characteristics [8, 9] involve sophisticated cell mechanisms and techniques to interpret them. Fourier-transform infrared micro spectroscopy (FTIR-MSP) has been shown to be a promising diagnostic tool in monitoring biochemical changes in cells during experiments with exfoliated cervical cells and biopsies [10]. Materials with differing chemical compositions or structures will exhibit different absorption spectra, which can be used as "fingerprints" for the characterization of these materials [11], and thus the biochemical changes between neoplastic stages can be used to identify them.

2. Program

The SPECTRALYZER was developed in order to automate and facilitate the Fourier-Transform Infrared (FTIR) analysis on biological samples. Many spectroscopic tools can generate a text-based list of IR spectral data, i.e. coordinate points representing absorbance as a function of wavenumber, that can be saved as simple text files. Investigation Spectroscopy in the mid-IR spectral range includes analysis and comparison between many samples and between the sample and known markers to identify the unique characteristics of the sample which might reveal the unique substance found in one sample but not the other. The idea beyond the developing of the SPECTRALYZER is to build an automatic, objective, sensitive and rapid analyze tool that would designated for early detection of biological spectroscopy. The SPECTRALYZER can easily read multiple spectra files for fast and accurate scrutiny and comparison. Spectra may be manipulated and analyzed by this program in many different ways: subtracted, shifted, scaled, and "smoothed", as well as matching peaks, principal component, and linear discriminant analysis.

A relational database development was required to process this vast information. Such a database allows further analyses to discover new substances and to collect biological knowledge of the studied sample(s). This task required the use of several bioinformatics software tools and database searches, executed in a batch mode and often required additional programming.
Figure 1. SPECTRALYZER main window with sample spectra and Options, Alter, and Right-Click menus shown

The program window is divided into two main sections -- the graphical pane and the toolbar (Figure 1.). The toolbar, which contains action buttons and selection boxes, is located along the bottom of the window to allocate the majority of the window area for the graphical pane located above. There are two selection boxes (combo boxes) for choosing the spectrum and the action to be performed. Buttons will load spectra, show the options menu, or perform the selected action.

Two additional information panes, normally hidden, will let users view or change some of the program settings or alter the selected spectrum according to the current action, respectively. There are also popup dialogs reporting useful information about each button or selected action.

3. Technical Background and Software Development

The SPECTRALYZER was then constructed in C#, using Microsoft Visual Studio .NET 2003 [12]. The SPECTRALYZER program was developed under the requirements and conditions of Object Oriented Analysis Design and Programming [13-16] with particular paid attention to form techniques such as UML (Unified Modeling Language) diagramming [17-19] and design patterns [20, 21]. The use of iterative design, parallel development, and high modularity all enhance maintainability, ease of verification, and code reusability.

The SPECTRALYZER program has been developed as a two iteration process of three steps each: alpha, beta, and release. The first iteration was a module serving as an independent confirmation tool. After a Software Test Plan, Description, and Report according to MIL-STD-498 [22], the program was moved to C# under Visual Studio .NET 2005 in the next iteration in order to more easily build a user interface. At the second iteration the SPECTRALYZER passed the alpha stage; having undergone the major testing phases (requirements, design, program, and installation) [23, 24], it was reviewed under rigorous real-life conditions by typical users in the beta step. User feedback, suggestions, and accuracy assessments were incorporated into the program, which was subjected to
regression testing to make sure none of the improvements cause earlier passed tests to fail. After success it was published as the release version.

4. Advantages of SPECTRALYZER

The SPECTRALYZER program contains many of the same abilities as commercial products like Bruker Optics' OPUS, such as easy spectrum manipulation, saving spectral graphs for printing, and spectra library management, yet it comes in a package hundreds of times smaller. SPECTRALYZER was created specifically for analyzing photonic spectra, especially those from the FTIR spectroscopy of biological samples. It is not enough to use one method to find the markers for various ailments. This program has the ability to readily use multiple methods for analyzing different spectra, improving the chances of accurately detecting the important markers.

These methods include spectrum comparison, principal-component analysis (PCA) [25], and linear-discriminant analysis (LDA) [26, 27]. For discovering component elements (represented by specific peaks in a spectrum), the user can build, arrange, and update their own database which is used for peak matching. Scaling a spectrum by a ratio, such as DNA/RNA ratio (1121/1020 cm\(^{-1}\)) [28], is a simple action. All of the functions of the program are tightly integrated into a straightforward and consistent interface. Many of the default or underlying system options are easily changed in the settings file, and the entire program is ready for localization to most languages just by changing a single text file -- both of which are fully explained within their respective files. The entire program requires only a few files to begin, and is ready to run on a Windows with .NET computer without any installation -- thus the program could be loaded on a disk and transferred between workstations anywhere. The SPECTRALYZER, implement a "protocol macro" function, whereby automated multiple actions may be combined and saved for rapid and easier repetition.

6. Sample preparation

The method of Argov et al. [29] was followed for sample preparation. Biopsy samples were taken from several stages of neoplastic cells -- "normal" (healthy) cells, "CIN1" stage is mildly dysplastic, moderately dysplastic stage "CIN2", a severe dysplasia is "CIN3" cases (which is considered as cancer in situ), and an "invasive" stage that has progressed beyond CIN3.

Two adjacent paraffin sections were cut from each biopsy; one was placed on a zinc-selenium slide and the other on glass slide. Care was taken to ensure that tissue sections were practically identical with a thickness of 10 μm. The first slide was deparaffinized using xylol and alcohol and was used for FTIR measurements; the second slide was stained with hematoxylin and eosin for parallel histology review. In cases where the biopsy showed histological similarity to more than one neoplastic stage, the different regions were identified and measured separately with the help of an expert pathologist who distinguished the stages under microscope.

The microscopic sites of measurements were taken keeping in view the occurrence and diagnostic features of the neoplasia in relation to its staging as described [30,31] To achieve high signal to noise ratio (SNR) 256 co-added scans were collected in each
measurement in the wavenumber region 600 to 4000 cm$^{-1}$. The spectra were baseline corrected automatically by the sensing equipment using OPUS software. The spectra were normalized to the amide I (1652 cm$^{-1}$) absorbance peak for calculations and subsequent analyses.

7. Analysis demonstration

An FTIR spectrum was selected from each cervical cancer stage to demonstrate how the SPECTRALYZER program may be used. Opening the program immediately requests a spectrum file to load, and selecting the cervical spectrum file loads all five distinctive spectra as seen in Figure 2.

![Image of Figure 2](image)

**Figure 2.** Selected spectra of various stages of cervical neoplasia (normal, CIN1, CIN2, CIN3 and invasive)

The first and simplest step towards demonstrating the differences between stages would be to subtract each spectrum from the known "healthy" section. In the action selection box, we choose 'Subtract', and then following the directions in the Action Description box we select the "normal" spectrum at the top spectrum selection and each of the other stages at the bottom spectrum selection before pressing the 'Perform' button. This produces the result seen in Figure 3. We can begin to see the differences between stages here, mainly between 1700 - 2800 and 3000 – 3600 cm$^{-1}$ wavenumbers, but defining characteristics of each stage are not clear yet.
Figure 3. Comparison between the difference spectra
(between normal and invasive, CIN1, CIN2, or CIN3)

We next perform a Principle Component Analysis (PCA) on each of the spectra
(normal, invasive, CIN1 - 3). As mentioned earlier with the 'Subtract' action, we follow
similar steps to select 'PCA' from the action list, and following the Action Description we
select each spectrum in the top spectrum selection box, then press 'Perform'. We are then
prompted to select from among the eigenvalue/eigenvector pairs calculated by the PCA
Figure 4. After selecting both, a new transformed 'spectrum' is generated and added to the
plot with the suffix "pca". Our new coordinate axes represent the variation along the chosen
eigenvectors, which shows the significance of each original datum. We repeat this with each
of the other base spectra to end up with five new transformed spectra. However, while we
can still see some differences between them, it is not much more informative than the
original spectra. When we subtract each suspicious PCA "spectrum" from the normal, the
differences become more clear (Figure 5.), and we can use their positions and alignments to
help determine their stage (class). At the low end of the PCA "scale" (negative x-values), we
see that advanced stages of CIN are higher on the y-axis (with the exception of the invasive
neoplasia), while on the positive side we see that the advanced stages appear lower.

Figure 4. Performing the Principle Component Analysis (PCA) - selecting
eigenvalues/eigenvectors
Figure 5. Spectra transformed by the Principle Component Analysis (PCA). We note that the coordinate space has also been transformed.

Figure 6. Differences PCA spectra for each stage with respect to normal. The wavenumber axes has been transformed.

We can further differentiate the spectra using Linear Discriminant Analysis. Again, as easily as before, we select the action 'LDA' and follow the instructions (Figure 7); performing the analysis on each stage (bottom selection) with respect to the "normal" spectrum (top selection).
Figure 7. Performing Linear Discriminant Analysis (LDA) -- instructions shown, before saving the analysis file

LDA creates three new spectra for each operation -- the transform of each original spectrum, and the threshold between the two. The new coordinate axes represent how the "object feature" (X) determines the "categorized group" (Y) based on the original axes. The results of the LDA are automatically saved in a text file of the form "LDA output (specie1)(specie2).txt", containing the new coordinates and their "reclassification" as well as a confusion table describing the accuracy of the LDA predictions. When we examine the transformed groupings, we can immediately see a gradual difference in the progression of the neoplasia (Figure 8). From the LDA, there are three distinct areas of the transformed spectra -- a lower region between 0 and -1, the middle region between 0 and 4, and an upper section above 4. As the neoplasia advances from normal to CIN3, the three regions show increasing amplitude around their respective threshold lines, but when it progress to the invasive stage the amplitudes decrease slightly.

Figure 8. Transformed "spectra" from the LDA; spectra are shifted arbitrarily as indicated in the figure to improve visibility. The wavenumbers axes is transformed
8. Conclusion

The PAP smear, which is currently used for initial screening for cervical cancer, has the major drawback of false negatives, and its analysis is time consuming. Thus other methods that are objective, rapid, and less prone to error are desirable. Changes in biochemical compositions can be an indication of cancer [32,33]. However, such studies are expensive and complicated [34]. Earlier research highlights the importance of detection of biochemical changes in formalin-fixed tissue for diagnosis of cervical cancer through the use of Fourier-transform infrared micro spectroscopy. The changes manifested in the FTIR spectra were used as fingerprints with which to classify and diagnose the various types and stages of disease that are not easily detectable through conventional methods.

Thus approved techniques without an automatic, objective, sensitive and rapid analyze tool are not sufficient, and it is for this reason that the SPECTRALYZER was developed as a complementary. In effect it constitutes a tool that melds traditional analysis methods with advanced computational methods such as the Principal Component and the Linear Discriminant Analyses which are comparable to the gold standard approach.

In Cervical Cancer diagnosis test case, the meld of the Principal Component and the Linear Discriminant Analyses performed by the SPECTRALYZER program exhibit promising potential for an earlier, more accurate diagnosis of cervical neoplasia, and should certainly be investigated further. For other ailments with biochemical changes, accurate microscopic FTIR data in tandem with the SPECTRALYZER program may lead to earlier detection, critical for indentifying these conditions before they become untreatable.

9. Downloading and installing SPECTRALYZER

News, updates, and all versions of SPECTRALYZER are all available from our web site: http://nmcrc.sce.ac.il.

To install SPECTRALYZER, the compressed file can be downloaded from the NMCRC website. It needs only to be unzipped to a folder of the user’s choice, and can be run immediately by running the executable file.
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Abstract: In the study, authors have proposed a mathematical model for unmarried female migrant workers having number of closed boy friends. They are more vulnerable to STDs and HIV transmission. The model is fitted well on the given data and estimate of female migrants having one close boy friend was found maximum. The study based on 362 pre-marital female migrant workers less than 30 years of age in Delhi urban India, while they have wanted lavish life styles and having number rich boy friends.
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1. Introduction

India, it is well known that females have been participating equally as males now days. , women have started taking up professional roles and they are now entering new fields such as administration, science, technology, medicine, journalism and etc. We all know that India is a male dominated country, but we should remove this word from our dictionary. Historically, females are totally dependent on the males. Now, we see that females have been migrating on their own irrespective of their marital status. The question arises, why do we need such study? Answer is simple that STDs and HIV/AIDs are increasing. It is not a particular answer of this question. It is major problem of world and not of India. HIV/AIDS is not clearly related to female migrants, it is related to male migrants also, but some how related to migrants. (Reddy, 2004) A study of 120 samples of HIV/AIDs infected people was taken from Sur Sunderlal Hospital, Banaras Hindu University, India; the study reported that about 70% of them were migrants. Now (Jain, et al 2007) National AIDS Control Organization (NACO) estimated around 0.6 million HIV infections in 2002. They also estimated that between 3.8 and 4.5 million Indians were living with HIV/AIDS during 2002, of who around 39 percent were women. The epidemic continues to shift towards women and young people.
According to an estimate of UNAIDS, although HIV prevalence rate is low (around 1 percent), the overall number of people with HIV infection is high. The majority of the reported AIDS cases have occurred in the sexually active and economically productive age group. Earlier men were the main transmitters of the disease but now studies are showing that females are also transmitting the disease to males. A study conducted among 379 HIV-infected people in 1991, reported in the journal of the American Medical Association, observes an evidence of female-to-male transmission.

Women are working in almost all types of jobs, such as technical, professional and non-professional in both private and public sectors. So, the traditional role of women as housewives has gradually changed into working women and housewives (Reddy, 1986; Anand, 2003).

The real world phenomenon indicates three distinct types of female migration (Fawcett et al, 1984) (a) Autonomous female migration: Many middle and upper middle class women migrate to cities for improving their educational credentials and also to get suitable employment apparently in a quest for social advancement and also to enhance their status in the marriage market. Among the semi-literate, young girls migrating to towns/cities to work in export processing units, garment industry, electronic assembling and food processing units is continuously on the increase in the recent years; (b) Relay migration: To augment family income, families which have some land holdings in the rural area, send the daughters to work mostly as domestic servants where they are safe in the custody of a mistress. First the elder daughter is sent out and she is replaced by the second, third and so on, as one by one get married.; (C) Family migration: Here the wife instead of staying back in the village prefers to join her husband in the hope of getting some employment in the destination area. Family migration among agricultural wage labourers who have no land or other assets to fall back at times of crisis is becoming increasingly common. Qian,X et al.(2005) have also been studied in a large population of young people (age 10-24 years) in the region of Asia and the Pacific. Adjusting to sexual development and protecting their reproductive health are among the greatest challenges for adolescents during this period of transition from childhood to adulthood.

When women get empowered, they benefit themselves and the larger community (Hugo 2000). 'The expansion of women’s A capability not only enhances women’s own freedom and well-being but also has many other effects on the lives of all. An enhancement of women’s active agency can in many circumstances contribute substantially to the lives of all people -men, women and children as well as adults’ (Sen, 2001). Hongjie Liu,et al, (2005) have reported in the study, which is as under: the study was to identify risk factors associated with sexually transmitted diseases (STDs) among rural-to-urban migrants in Beijing in 2002. Migrants with STDs consisted of 432 migrants who sought STD care in two public STD clinics. Migrants without STDs included 892 migrants recruited from 10 occupational clusters. Compared to migrants without STDs, migrants with STDs were more likely to report having engaged in commercial sex (selling or buying sex) (odds ratio [OR] _ 2.70, 95% confidence interval [CI]: 1.71–4.25), multiple sex partners in the previous month (OR _ 6.50, 95% CI: 3.73–11.32) and higher perceived HIV-related stigma (OR _ 1.89, 95% CI: 1.30–2.75). Being a migrant with an STD was also associated with female gender (OR _ 4.10, 95% CI: 2.89–5.82), higher education (OR _ 2.92, 95% CI: 1.40–6.06), and higher monthly salary (OR _ 1.68, 95% CI: 1.23–2.29). Migrants with STDs visited their hometowns more frequently and had more stable jobs than migrants without STDs. Approximately 10%
of the migrants with STDs and 7.7% of the migrants without STDs always used condoms. This indicates that among migrants, acquisition of an STD is associated with higher participation in risk behaviors as would be expected, but also with higher perceived stigma, education, stable jobs, salary, and with female gender.

In the Indian context women in the migrant households do play an important role in family survival but unfortunately they remain invisible in the official data because of the way the concepts are defined and data is collected. But the limited research studies that are available in this concern for the earlier periods indicate that these women are exposed more to the risk of sexual harassment and exploitation (Acharya, 1987 and Saradamoni, 1995). Women migrant workers in sugarcane cutting, work almost twenty hours a day (Teerink, 1995) Female labour mostly from Kerala in the fish processing industries in Gujarat are subject to various forms of hardship and exploitation at the hands of their superiors (Saradamoni, 1995).

Among females, the proportion of migrant and non-migrant workers in white-collar jobs was almost similar in 1971 but the same became smaller in 1991 than that of the non-migrant workers. There are more migrant women than the non-migrant women in the category of blue-collar jobs (Premi, 2001). A study conducted by Dholakia and Dholakia (1971) for 20 major Indian states showed that per capita income, average size of households and overall literacy rates were the main factors explaining the variations in female participation rates across the states. Hirsch, Jennifer S. et al. (2002) have collected data on involved life histories and participant observation with migrant women in Atlanta and their sisters or sisters-in-law in Mexico and the reported that both younger and older women acknowledged that migrant men’s sexual behavior may expose them to HIV and other sexually transmitted diseases. Younger Mexican women in both communities expressed a marital ideal characterized by mutual intimacy, communication, joint decision making, and sexual pleasure, but not by willingness to use condoms as an HIV prevention strategy.

Involvement, in risky behaviour can have negative repercussions on their health. In the case of unmarried women after marriage this burden of disease may be transmitted to their husbands and children as well (Jain, et al., 2006). Finally, the growing evidence of an association between migration and risky behaviour (UNAIDS and IOM, 1998), as well as the entry of sexually active migrant working women into the urban areas each year (Visaria, 1998), point to a need for a new sense of urgency.

Different types of mathematical models have been used by different statistician to represents the observed phenomenon in a concise form and systematic approach for different group of migrant’s households.

A good number of studies took place after models have been proposed to study the pattern of rural out migration of male greater than 15 years of age and total number of migrants (including wives and children) out migration (Iwunor, 1995, Singh, Yadav, 1991 and Shukla and Yadav, 2006).

In the present paper authors have proposed probability model based on the above studies and applied to risk for sexually transmitted infections or HIV transmission or unwanted pregnancies due to change in sexual behaviour of single female migrants. They have wanted to make different closed boy friends and most of them have been taking interest to go out with friends for movies or drama or to restaurants or hotels, while some of them go to night clubs, discos, bars, pubs or attend late night parties.
2. Data

The study is based on a survey of 362 unmarried working women, randomly selected from 12 working women’s hostels in Delhi. The list of the hostels was obtained from the Social Welfare Department, YWCA, and wardens of the hostels. Details about the data are given in Jain, et al., 2007.

3. Model

The present model is based on displaced geometric distribution. Proposed model for the number of closed boy friends to describe the distribution of single unmarried female migrants.

(i) Let \( \alpha \) be the proportion of female migrants having at least one closed boy friend.

(ii) Out of \( \alpha \) proportion of female migrants, let \( \beta \) be the proportion of female migrants having only one closed boy friend.

(iii) Number of closed boy friends attached with female migrants follows a displaced geometric distribution.

(iv) Let \( p \) be the probability of closed boy friends attached with young unmarried female migrants, they are more vulnerable to STDs/HIVs infections.

Under the above assumptions, the probability distribution for number of closed boy friends, \( x \) (say) in given by

\[
P(x=k) = \begin{cases} 
1 - \alpha & \text{if } k = 0 \\
\alpha \beta & \text{if } k = 1 \\
(1 - \beta) \alpha p q^{k-2} & \text{if } k = 2 
\end{cases}
\]

The above model involves three parameters, \( \alpha, \beta \) and \( p \) to be estimated from observed distribution of female migrants.

These are estimated by equating theoretical frequencies to the observed frequencies of first and second cells and theoretical mean to the observed mean

\[
1 - \alpha = \frac{N_0}{N} \\
\alpha \beta = \frac{N_1}{N} \quad \text{and} \\
\alpha \beta + (1 - \beta) \alpha \frac{(1-p)}{p} = \text{mean } (x)
\]

4. Result and discussion

The table -A shows that the distribution of observed and expected number of young female migrants and their number of closed boy friends. The value of \( \chi^2 = 7.67 \) was found insignificant at 1% level. This indicates that proposed model fitted well to the distribution of female migrants. An estimate of the proportion of female migrants having only one closed
boy friend was found very low (0.4364) in comparison to having at least one closed boy friend (0.8039). While, most of the young female migrants believe that their friends watch pornographic material such as blue films, sexy material on the internet, pornographic magazines, posters, photos, etc. and some of them agreed that they had exposure to pornographic material and more often on their computer or DVD player with their friends. Fewer knew that condom use can prevent STDs and HIV/ AIDS. Majority of respondents (86%) did not feel that a healthy looking person could have AIDS (Jain, et al 2007). This study indicates that number female (0.8039) migrants are having close boy friends. They are more vulnerable to STDs and HIV/AIDS. The first sexual event has clear health implications, since it marks initiation into the sexual act which if unprotected, and carries a risk of adverse outcomes such as unplanned pregnancy, HIV and sexually transmitted infections (Wellings et al. 1994).

Table 1. Observed and Expected numbers of unmarried single female migrants according to their close boy friends

<table>
<thead>
<tr>
<th>No. of closed boy friends</th>
<th>Observed</th>
<th>Expected</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>71</td>
<td>71</td>
</tr>
<tr>
<td>1</td>
<td>127</td>
<td>127</td>
</tr>
<tr>
<td>2</td>
<td>60</td>
<td>93.4</td>
</tr>
<tr>
<td>3</td>
<td>55</td>
<td>40.5</td>
</tr>
<tr>
<td>4</td>
<td>19</td>
<td>17.7</td>
</tr>
<tr>
<td>5+</td>
<td>10</td>
<td>12.4</td>
</tr>
<tr>
<td>Total</td>
<td>362</td>
<td>362</td>
</tr>
</tbody>
</table>

$\chi^2 = 7.67$

$\alpha = 0.8039$

$\beta = 0.4364$

$p = 0.5691$

d.f. = 2

![Figure 1. Number of close boy friends and associated with unmarried female migrants](image-url)
5. Conclusions

A model is proposed and tested a set of data on the number young unmarried female migrant workers less than 30 years of age having number of closed boy friends. They are closely attached with their boy friends. Proposed model is fitted satisfactorily. An estimate of female migrants having at least one boy friend has been found maximum, it is two times than female migrants having one closed boy friends, Hence increasing the living and working condition and they need adequate support should be provided to single young migrants women that might be make them vulnerable to STDs and HIV/AIDS infection.
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1. Introduction

Clinical trials are used to evaluate new drugs or treatments, including new technologies, assess new screening programs, or ways to organize and deliver health services [1]. Epidemiologists distinguish three types of clinical trials: prophylactic - used to prevent diseases, therapeutic - used to treat diseases, and interventional - used to intervene before the disease is developed [2],[3]. Whilst most often clinical trials, similar to other epidemiologic studies, analyze the impact of intervention on the development of a certain disease, assessing the impact of potential risk factors, researchers might be occasionally interested to analyze trends at the level of the subject.

Due to the fact that there are only several important moments when the parameters of interest are checked (beginning of the study, midterm, endpoint and eventually some other intermediary moments), there are too few data to use a time series model. Nevertheless, the evolution of the variable of interest (weight in the first case, in the second) in time translates into a simple linear regression model.

For each regression model, several parameters of interest describe the trend. The sign of the regression slope, \( \beta \), indicates either a decreasing or increasing trend. Whereas a test of significance for \( \beta \) could pinpoint significant trends in some patients, the limited number of time milestones results into a general lack of significance. The very few significant trends cannot allow for further analyses. The same behavior characterizes the coefficient of determination, \( R^2 \).

To assess the overall trend, a sign test could be used to assess whether the trend is decreasing (a percentage significantly larger than 50% or some other value of the regression slopes are negative) or positive. If sufficient data are available, the values of the regression slopes could be used in conjunction with their significance test and trends can be classified as either significantly decreasing, not significant, or significantly increasing.

Two examples of applying the proposed approach are presented in this paper. In the first case, while comparing the efficiency of three weight loss programs, a question of interest is whether weight loss is consistent during the period when the treatment is administered. Weight is checked at some intervals, and for each patient the efficiency should translate into a continuous decrease of weight. In the second example, two echocardiographic parameters (the ejection fraction and the kinetic score) were analyzed in relationship in a clinical study of the Acute Myocardial Reperfusion Syndrome looking at risk factors, predictors and criteria assessing the success of interventions.

2. Methods

2.1. Statistical tests

The steps taken in applying the proposed methodology are:

1. For each subject, run simple linear regressions according to the model \( Y = \alpha + \beta \times \text{TIME} \), where \( Y \) is the dependent variable monitored in the study.

2. For each model, record the slope of the regression line, \( \beta \), or the coefficient of determination, \( R^2 \). Also, test for their significance [6]:

\[
 t_0 = \frac{\sum_i (Y_i - (\alpha + \beta X_i))}{\sqrt{\frac{n-2}{\sum_i X_i^2 - n \left( \sum_i X_i^2 / n \right)^2}}} \approx t_{n-2},
\]

or

\[
 t_0 = R \sqrt{\frac{n-2}{1-R^2}} \approx t_{n-2},
\]
3. Define an indicator variable to describe the trend as either:
   \[ I = \begin{cases} 
   -1, & \text{if } \beta < 0; \\
   1, & \text{if } \beta > 0; \\
   \text{no value}, & \text{otherwise}, \end{cases} \]
   and no value otherwise, if \( \beta \) was found significant in very few cases, or
   \[ I = \begin{cases} 
   -1, & \text{if } \beta < 0 \text{ and } p \leq 0.05; \\
   1, & \text{if } \beta > 0 \text{ and } p \leq 0.05; \\
   0, & \text{otherwise}, \end{cases} \]
   and 0 otherwise, if the number of subjects with a significant trend is large enough to allow for further statistical testing.

4. To analyze the overall trend, run the binomial test to compare the proportions of subjects with \( I = 1 \) and, respectively, -1 (derived from Piegorsch and Bailer [7]):

   \[ z = \frac{p - 0.5}{0.5 / \sqrt{n}} \approx N(0,1) \]

   \( p \) is the proportion of subjects with \( I = 1 \) or -1. 0.5 is the proportion corresponding to the null hypothesis \( H_0: \) there is no overall trend (the proportions of subjects with \( I = 1 \) and, respectively, -1 are equal, and each of them is 0.5).

5. The indicator variable can be used in the Analysis of Co-Variance or logistic regression, either as dependent or independent variable, depending upon the interest of the researcher.

2.2. Software implementation

The steps described above were implemented in SAS. In order to use SAS, data were stored in an array with the following columns: TIME, the time when each observation was recorded; CLASS, any classification variable (identifying the group to which subjects belong, if any), and S01, S02, ..., S0n, an identifier of each subject (could be automatically generated in Excel). Given this structure, the SAS code is provided below (comments are inserted between accolades {}).

```sas
data name_of_dataset;
  input time class S01 S02 ... S0n;
  {Paste actual data here}
;  
  proc reg;
    model S01 = time / influence; {The “influence” option was used in the second example to see if observations recorded at some particular time are more relevant for diagnosis; if there is no interest in testing it, do not use the “/ influence” statement}
    by class; {Should analyses be run only for a particular class, use “where class = class_level” instead; if there are no classes, do not use any statement}
    {Repeat the statements starting with “proc reg;” for S02, ..., S0n}
  run;

From the SAS output, retrieve for each regression model the values of \( \beta \) and corresponding p-values for the test of \( H_0: \beta = 0 \) vs. \( H_a: \beta \neq 0 \). Store all these in Excel in three columns and define the following based on Excel functions, replacing SIGN and BETA with corresponding column names:

- The sign of \( \beta \): \text{SIGN} = IF(BETA < 0, "MINUS", IF(BETA = 0, "ZERO", "PLUS"))
- The significance of \( \beta \): \text{SIGNIFICANCE} = IF(p < 0.05, "S", "NS")

To compute the proportion of subjects with \( \beta > 0 \) (respectively \( \beta < 0 \)), use:

\[ X = \text{COUNTIF}(\text{RANGE}, "PLUS") \]

respectively \( X = \text{COUNTIF}(\text{RANGE}, "MINUS") \), where \( \text{X} \) is the position of the cell where the result of the formula is computed and RANGE corresponds to FIRST CELL:LAST CELL of the column where the sign of \( \beta \) is stored.

The sign test can also be computed in Excel using:

\[ Y = (X/N - 0.5) / (0.5 / \sqrt{N}) \]

where \( N \) is the total number of observations.
3. Results and Discussion

3.1. Example #1: Weight loss

Data had been produced by the study “Efficiency of the intensive nutritional, pharmacologic and behavioral management of obesity – correlation of genetic, biomorphological and psychological factors” (National University Research Council grant #163 of 2006). The aim was to compare the efficiency of three weight loss programs among 84 subjects: classical intervention (24 subjects), intensive intervention assisted by nutritionists (33 subjects), and intensive intervention assisted by psychologists (27 subjects). The later two categories were joined in a group labeled “intensive interventions” (60 subjects).

In this case, the variable of interest was actual weight, recorded in the beginning of the study (0 months), during the study, after 1 and respectively 4 months, and in the end of the study (12 months). Its values were not recorded uniformly, and the actual sample sizes were diminished (Table 1).

Table 1. Subject level linear regression coefficients of weight variation in time: Bucharest, 2008

<table>
<thead>
<tr>
<th>Classical intervention</th>
<th>Intensive intervention assisted by nutritionists</th>
<th>Intensive intervention assisted by psychologists</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \beta )</td>
<td>( t(\beta) )</td>
<td>( p(\beta) )</td>
</tr>
<tr>
<td>-0.52</td>
<td>5.74</td>
<td>0.1099</td>
</tr>
<tr>
<td>3.64</td>
<td>-0.87</td>
<td>0.5456</td>
</tr>
<tr>
<td>-2.26</td>
<td>1.62</td>
<td>0.3514</td>
</tr>
<tr>
<td>-7.01</td>
<td>3.56</td>
<td>0.1743</td>
</tr>
<tr>
<td>-12.00</td>
<td>.</td>
<td>.</td>
</tr>
<tr>
<td>-2.94</td>
<td>2.24</td>
<td>0.2674</td>
</tr>
<tr>
<td>-3.39</td>
<td>1.31</td>
<td>0.4162</td>
</tr>
<tr>
<td>-40.00</td>
<td>.</td>
<td>.</td>
</tr>
<tr>
<td>-1.18</td>
<td>2.12</td>
<td>0.2801</td>
</tr>
<tr>
<td>3.00</td>
<td>.</td>
<td>.</td>
</tr>
<tr>
<td>-0.00</td>
<td>.</td>
<td>.</td>
</tr>
<tr>
<td>-0.00</td>
<td>.</td>
<td>.</td>
</tr>
<tr>
<td>-1.63</td>
<td>49.65</td>
<td>0.0128</td>
</tr>
<tr>
<td>1.05</td>
<td>-0.12</td>
<td>0.9268</td>
</tr>
<tr>
<td>-0.65</td>
<td>.</td>
<td>.</td>
</tr>
<tr>
<td>-0.13</td>
<td>0.07</td>
<td>0.9534</td>
</tr>
<tr>
<td>-2.64</td>
<td>20.4</td>
<td>0.0312*</td>
</tr>
<tr>
<td>-0.00</td>
<td>.</td>
<td>.</td>
</tr>
<tr>
<td>-2.78</td>
<td>2.89</td>
<td>0.2123</td>
</tr>
<tr>
<td>-2.86</td>
<td>.</td>
<td>.</td>
</tr>
<tr>
<td>120.00</td>
<td>.</td>
<td>.</td>
</tr>
<tr>
<td>-3.47</td>
<td>1.85</td>
<td>0.3154</td>
</tr>
<tr>
<td>-3.56</td>
<td>0.30</td>
<td>0.8143</td>
</tr>
<tr>
<td>13.33</td>
<td>.</td>
<td>.</td>
</tr>
<tr>
<td>-0.69</td>
<td>3.72</td>
<td>0.1674</td>
</tr>
<tr>
<td>-1.79</td>
<td>4.04</td>
<td>0.1544</td>
</tr>
<tr>
<td>-0.67</td>
<td>0.99</td>
<td>0.5030</td>
</tr>
<tr>
<td>-0.47</td>
<td>3.09</td>
<td>0.1993</td>
</tr>
<tr>
<td>-0.40</td>
<td>0.33</td>
<td>0.7987</td>
</tr>
<tr>
<td>-0.78</td>
<td>27.67</td>
<td>0.0230*</td>
</tr>
<tr>
<td>-0.72</td>
<td>4.26</td>
<td>0.1468</td>
</tr>
<tr>
<td>-0.80</td>
<td>0.78</td>
<td>0.5769</td>
</tr>
<tr>
<td>-0.76</td>
<td>60.62</td>
<td>0.0105*</td>
</tr>
</tbody>
</table>

Notes: \( p \)-values use a modified Michelin scale, adding marginal significance to the uncertainty region \((0.05 \leq p \leq 0.1): ^{*} \text{significant}, ^{**} \text{highly significant}, ^{***} \text{marginally significant} \)
The overall trend was very highly significantly decreasing \((p<0.001)\), with slight variations among subjects assigned to the classical intervention \((p=0.025)\), intensive intervention assisted by nutritionists \((p<0.001)\), and intensive intervention assisted by psychologists \((p<0.001)\). Comparisons among groups suggested that intensive intervention methods are more efficient with respect to weight loss than the classical ones \((p=0.006\) when joining interventions assisted by nutritionists and psychologists, 0.027 otherwise), but no significant differences were detected between interventions assisted by nutritionists and psychologists \((p=0.388)\).

The results were checked for consistency with findings using a traditional approach, employing the Analysis of Variance (ANOVA) to test whether there are significant differences between the three groups. In this case, we defined the weight loss as the difference between the initial \((t=0)\) and final \((t=12)\) weight. The global F test was \(F=10.88\) with \(p<0.001\), suggesting the existence of significant differences between groups. No differences were found between interventions assisted by nutritionists and psychologists, but both of them differed significantly from the classical approach, being more efficient.

### 3.2. Example #2: Clinical meaning of echocardiographic parameters

Data were generated within the Acute Myocardial Reperfusion Syndrome study “BNP – prognostic value of BNP correlated with echocardiographic indices of systolic and diastolic function in patients with ST elevation acute myocardial infarction with indication of reperfusion” (National University Research Council grant #22 of 2006) looking at risk factors, predictors and criteria assessing the success of interventions.

In this case, the variables of interest were the ejection fraction, defined as the difference between end-diastolic and end-systolic volumes divided by end-diastolic volume \([4]\), and the kinetic score, computed according to the guidelines of the American Society of Echocardiography as the ratio between the sum of scores assigned to each segment of the left ventricle \((1 = \text{normal}; \ 2 = \text{hypokinetic}; \ 3 = \text{akinetic}; \ 4 = \text{dyskinetic})\) and their number, \(i.e. \ 16\) \([5]\). Both values were recorded in the beginning of the study \((0\ \text{days})\), during the study, after 1, 7 and respectively 30 days, and in the end of the study \((365\ \text{days})\). Even though 88 subjects were included in the study, values of the ejection fraction and kinetic score were not always recorded, and the actual sample size was diminished.

The sign test did not detect any trend with respect to the ejection fraction \((p=0.198)\), but detected a significantly decreasing trend of the kinetic score \((p=0.003)\).

However, in this particular study further research questions that could be answered using the proposed methodology. Among them, of particular interest was the predictive value for screening purposes of recording a value of either or both the ejection fraction and/or the kinetic score at one of the particular moments used \((0, 1, 7, 30\ \text{or} \ 365\ \text{days})\). In order to answer this question, we assigned ranks from 1 to 5 to the pair \((\text{ejection fraction, time})\) and \((\text{kinetic score, time})\) with a maximum impact on the regression line, corresponding to its position on the time scale: 1, for \(t=0\); 2, for \(t=1\); 3, for \(t=7\); 4, for \(t=30\); and 5, for \(t=365\).

The magnitude of the impact was assessed based on the jackknife residual \([6]\):

\[
r_{(i)} = \frac{y_i - (\hat{\alpha} + \hat{\beta} \cdot X_i)}{\hat{\sigma} \left[ 1 + \frac{\left( X_i - \mu_X \right)^2}{\sum_{i=1}^{n} X_i - n \mu_X} \right]^{\frac{1}{2}}} = t_{(i)}
\]
In situations where the jackknife residuals could not be computed, ranks were determined based on the value of the actual residuals [6]:

$$e_i = Y_i - (\alpha + \beta \cdot X)$$

The maximum impact corresponded to the maximum absolute value of either the jackknife residual or actual residual, within each set of five values computed for each patient.

In order to test whether some moment has a higher predictive value, we tested the statistical significance of the difference between the proportion of its corresponding rank and 0.2 (proportion under the null hypothesis), using a modified version of the test proposed by Pagano and Gavreau [8]:

$$z = \frac{p - 0.2}{\sqrt{\frac{p(1-p)}{n}}} \approx N(0,1)$$

Results suggest that for both variables the first moment (t=0) appears to be the most important, as its corresponding p-values are the lowest (Table 2). Nevertheless, for the ejection fraction none of the moment was significant at 0.05. Due to the reduced sample sizes, we accounted for additional marginal significance if p values were in the uncertainty area (0.05 ≤ p ≤ 0.1). In the same order of importance, the second moment is t=365 for the ejection fraction and t=30 for the kinetic score.

The usage of two variables in the second study allowed for checking the validity of the proposed approach. Since the ejection fraction and the kinetic score were very highly significantly correlated (R²=-0.74 overall, -0.62 at t=0, -0.71 at t=1, -0.75 at t=7, -0.74 at t=30 and -0.84 at t=365, with p<0.001 in all cases), we assessed the correlation at the subject level looking at the correlation of the ranks described above. Spearman's coefficient of correlation was 0.189 with p=0.086, falling into the uncertainty region. This could be due to reducing the overall sample as the computation of ranks was not always possible since five values were not always recorded for each variable for individual subjects.

Table 2. Tests of the predictive value of the moment when the ejection fraction and kinetic score are recorded: Bucharest, 2008

<table>
<thead>
<tr>
<th>Ejection fraction (n=81)</th>
<th>Kinetic score (n=86)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rank</td>
<td>Frequency</td>
</tr>
<tr>
<td>------</td>
<td>-----------</td>
</tr>
<tr>
<td>1</td>
<td>0.28</td>
</tr>
<tr>
<td>2</td>
<td>0.20</td>
</tr>
<tr>
<td>3</td>
<td>0.17</td>
</tr>
<tr>
<td>4</td>
<td>0.21</td>
</tr>
<tr>
<td>5</td>
<td>0.14</td>
</tr>
</tbody>
</table>

Notes: p-values use a modified Michelin scale, adding marginal significance to the uncertainty region (0.05 ≤ p ≤ 0.1): * significant, ** highly significant, *** marginally significant

4. Conclusion

Both examples indicate that the proposed approach was able to produce significant results despite of the reduced sample sizes. Comparisons with classical approaches, answering partially the same research question, suggest that the proposed methodology is valid and could be used to answer the particular question of assessing subject-level trends is
clinical trials. The only disadvantage is that it employs a large number of analyses, problem resolved by employing appropriate software.
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Abstract: Breast cancer is the most common form of cancer that affects women. It is a life threatening disease and the most common malignancy in women through out the world. In this study an effort has been made to determine the most likely risk factors of breast cancer and to select a parsimonious model of the incidence of breast cancer in women patients of the age 50 years and above in the population of North West Frontier Province (NWFP), Pakistan. The data were collected from a total of 331 women patients, arriving at Institute of Radiotherapy and Nuclear Medicine Peshawar, NWFP, Pakistan. Logistic regression model was estimated, for breast cancer patients, through backward elimination procedure. Brown tests were applied to provide an initial model for backward elimination procedure. The logistic regression model, selected through backward elimination procedure contains the factors Menopausal status (M), Reproductive status (R), and the joint effect of Diet and family History (D*H). We conclude that menopausal status, reproductive status and the joint effect of diet and family history were the important risk factors for the breast cancer. Separate models were then fitted for married and unmarried breast cancer patients. The best-selected model for married females is of factors Feeding (F), R, M, (D*H), whereas the best selected model for unmarried females has only one main factor Menopausal status. We conclude that breast feeding, reproductive status, menopausal status and the joint effect of diet and family history were the important risk factors of breast cancer in married women and the menopausal status was the important risk factor of breast cancer in unmarried women.
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1. Introduction

Cancer of breast is a disease that instills feelings of dread and fear in many women. Not only is it a life threatening disease, but it affects a part of the body that is central to women’s sense of womanliness and femininity. It is a complex disease with the causes not yet fully understood. It is most likely caused by a number of factors interacting with each other, rather than by any one factor. The main identified risk factor of breast cancer is age, with woman aged 80 years or over being most at risk (Jelfs, 1999).

According to Australian Institute of Health and Welfare report (AIHW, 1998), 43% of breast cancer cases were in women between the ages of 45 and 64, and 22% were in women between the ages of 65 and 74 during 1982-1994. Approximately 18% of cases occurred in women younger than 45 years and women older than 74 years.

Before the age of 75, one in eleven women in Australia is expected to diagnose with breast cancer. In 1996, 9556 new cases of breast cancer were diagnosed in Australia and there were 2,623 deaths attributed to breast cancer. Similarly, of the 30201 deaths from breast cancer in Australian women from 1982-1994, 38% occurred in women aged 45 to 64, 28% in women aged 75 or over, 24% in women aged 65 to 74, and 10% in women younger than 45 years of age (Kricker and Jelfs, 1996).

For the period 1996-2000, women aged 20-24 have the lowest incidence rate, 1.4 cases per 100,000 population; women aged 75-79 have the highest incidence rate, 499 cases per 100,000 (Ries et al., 2003). Breast cancer incidence rates among African American women range from 89.8 in Rhode Island to 147.6 in Alaska (Hotes et al., 2003).

Until now no such statistical study has been made in the province of NWFP on the various risk factors of breast cancer. In this study an effort has been made to model the relationship between breast cancer in the population of NWFP and its probable risk factors.

2. Data Set

The data for this study were collected from Institute of Radiotherapy and Nuclear Medicine (IRNUM), Peshawar. The study is based on a sample of size 331 women, including 123 cases (breast cancer patients) and 208 control (not breast cancer patients) groups. Out of 331 women breast cancer patients, 31 (9.37%) patients are unmarried and 300 (90.63%) patients are married.

The suggested risk factors for fitting the model are family history (H), reproductive status (R), breast-feeding (F), oral contraceptives (C), menopausal status (M) and diet (D). The response variable for the study is the diagnosis of patient with breast cancer or not.

3. Method and Materials

Generalized linear models introduced by Nelder and Weldderburn (1972) are a class of statistical models, which is the natural generalization of classical linear model. It includes response variables that follow any probability distribution in the exponential family of distributions. An excellent treatment of generalized linear models is presented in Agresti (1996). In this study the response variable is binary; therefore, the logistic regression model is an appropriate model, which is a part of generalized linear models.
The response variable in logistic regression is usually dichotomous, that is, the response variable can take the value 1 with a probability of success \( \theta \), or the value 0 with probability of failure \( 1 - \theta \). This type of variable is called a Bernoulli (or binary) variable.

The relationship between the predictor and response variables is not a linear function in logistic regression; instead, the logistic regression function is used, which is given as

\[
\theta(x) = \frac{e^{(\alpha + \beta_1 x_1 + \beta_2 x_2 + \ldots + \beta_k x_k)}}{1 + e^{(\alpha + \beta_1 x_1 + \beta_2 x_2 + \ldots + \beta_k x_k)}}
\]  

(1)

We now find the link function for which the logistic regression model is a generalized linear model (GLM). For this model the odds of making response 1 are

\[
\frac{\theta(x)}{1 - \theta(x)} = e^{(\alpha + \beta_1 x_1 + \beta_2 x_2 + \ldots + \beta_k x_k)}
\]  

(2)

\[
\log\left[\frac{\theta(x)}{1 - \theta(x)}\right] = \alpha + \beta_1 x_1 + \beta_2 x_2 + \ldots + \beta_k x_k
\]  

(3)

Thus the appropriate link is the log odds transformation, the logit. The logistic regression model is given by

\[
\logit[\theta(x)] = \alpha + \beta_1 x_1 + \beta_2 x_2 + \ldots + \beta_k x_k
\]  

(4)

The parameters in this model, \( \alpha, \beta_1, \beta_2, \ldots, \beta_k \) can no longer be estimated by least squares, but are found using the maximum likelihood method (Collett, 1991; Cox & Snell, 1989).

Logistic regression calculates the probability of success over the probability of failure; therefore, the results of the analysis are in the form of an odds ratio. Logistic regression also provides knowledge of the relationships and strengths among the variables.

The Wald statistic is commonly used to test the significance of individual logistic regression coefficients for each independent variable. The Wald statistic for the \( \beta_j \) coefficient is:

\[
\text{Wald} = \left( \frac{\hat{\beta}_j}{\text{SE}(\hat{\beta}_j)} \right)^2
\]

It is distributed as chi-square with 1 degree of freedom. The Wald statistic is simply the square of the (asymptotic) \( t \)-statistic. The Wald statistic can be used to calculate a confidence interval for \( \beta_j \). We can assert with \( 100(1 - \alpha) \) % confidence that the true parameter lies in the interval with boundaries \( \hat{\beta} \pm Z_{\alpha/2} \text{ASE} \), where ASE is the asymptotic standard error of logistic \( \hat{\beta} \). Parameter estimates are obtained using the principle of maximum likelihood; therefore hypothesis tests are based on comparisons of likelihoods or the deviances of nested models. The likelihood ratio test uses the ratio of the maximized value of the likelihood function for the full model \( (L_1) \) over the maximized value of the likelihood function for the simpler model \( (L_0) \). The likelihood-ratio test statistic equals:

\[
-2 \log \left( \frac{L_0}{L_1} \right) = -2 \left[ \log (L_0) - \log (L_1) \right] = -2(L_0 - L_1)
\]  

(5)
This log transformation of the likelihood functions yields a chi-squared statistic. This is the recommended test statistic to use when building a model through backward elimination procedure. Once $\hat{\beta}$ has been obtained, the estimated value of the linear systematic component (also known as linear predictor) of the model is

$$\hat{\eta}_i = \hat{\alpha} + \hat{\beta}_1x_{1i} + \hat{\beta}_2x_{2i} + \ldots + \hat{\beta}_kx_{ki}$$  \hspace{1cm} (6)

From equation (6), the fitted probabilities $\hat{\theta}_i$ can be found using

$$\hat{\theta}_i = \frac{e^{\hat{\eta}_i}}{1+e^{\hat{\eta}_i}}.$$

The goal of logistic regression is to correctly predict the category of outcome for individual cases using the most parsimonious model. To accomplish this goal, a model is created that includes all predictor variables that are useful in predicting the response variable. Several different options are available during model creation. Variables can be entered into the model in the order specified by the researcher or logistic regression can test the fit of the model after each coefficient is added or deleted (backward elimination procedure), called stepwise procedure. Backward elimination procedure appears to be the preferred method of exploratory analyses, where the analysis begins with a full or saturated model and variables are eliminated from the model in an iterative process. The fit of the model is tested after the elimination of each variable to ensure that the model still adequately fits the data. When no more variables can be eliminated from the model, the analysis has been completed.

4. Analyses and Interpretation

We begin with the initial model having factors F, M, R, (F*D), (M*C), (D*C), (D*H), and (F*D*R), provided by Brown test. Using backward elimination method through SPSS package, the final model was selected at step 6 which contains two main factors (M and R) and one interaction factor (D*H). Thus the significant factors are M, R, (D*H). It means that menopausal status (M), reproductive status (R) and the joint effect of diet and family history (D*H) were the important risk factors for the breast cancer.

Table 1. Variables in Model 1

<table>
<thead>
<tr>
<th>Variables</th>
<th>$\hat{\beta}$</th>
<th>S.E($\hat{\beta}$)</th>
<th>Wald</th>
<th>d.f.</th>
<th>P-value</th>
<th>Exp($\hat{\beta}$)</th>
<th>95% C.I. for Exp($\hat{\beta}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(D*H)</td>
<td>2.235</td>
<td>0.820</td>
<td>7.432</td>
<td>1</td>
<td>0.006</td>
<td>9.350</td>
<td>1.874 - 46.644</td>
</tr>
<tr>
<td>M</td>
<td>2.449</td>
<td>0.472</td>
<td>26.907</td>
<td>1</td>
<td>0.000</td>
<td>11.576</td>
<td>4.589 - 29.203</td>
</tr>
<tr>
<td>R</td>
<td>1.298</td>
<td>0.328</td>
<td>15.608</td>
<td>1</td>
<td>0.000</td>
<td>3.660</td>
<td>1.923 - 6.967</td>
</tr>
<tr>
<td>Constant</td>
<td>-1.083</td>
<td>0.147</td>
<td>54.361</td>
<td>1</td>
<td>0.000</td>
<td>0.339</td>
<td>- -</td>
</tr>
</tbody>
</table>

The fitted model is:

$$\text{Logit}(\hat{\beta}) = -1.083 + 2.449M + 1.298R + 2.235(D*H)$$ \hspace{1cm} (7)
4.1 Analysis According to Marital Status

Some factors like reproductive status (R), breast-feeding (F) and oral contraceptives (C) are irrelevant to unmarried women. Therefore, separate models are fitted for married and unmarried women patients.

(a) Model for Married Women

The suggested risk factors (explanatory variables) in this case are family history (H), reproductive status (R), breast-feeding (F), oral contraceptives (C), menopausal status (M) and diet (D). We repeat the same process, starting from Brown method and then backward elimination procedure. The final model selected at step 5 contains the factors F, M and (D*H). It means that one new factor breast-feeding (F) is turned out significant in this case and other significant factors M, (D*H) are the same.

Table 2. Variables in Model 2

<table>
<thead>
<tr>
<th>Variable</th>
<th>$\hat{\beta}$</th>
<th>S.E($\hat{\beta}$)</th>
<th>Wald</th>
<th>d.f</th>
<th>P-value</th>
<th>Exp($\hat{\beta}$)</th>
<th>95% C.I. for Exp ($\hat{\beta}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(D*H)</td>
<td>1.746</td>
<td>0.843</td>
<td>4.001</td>
<td>1</td>
<td>0.045</td>
<td>5.730</td>
<td>1.036 - 31.701</td>
</tr>
<tr>
<td>M</td>
<td>2.382</td>
<td>0.525</td>
<td>20.574</td>
<td>1</td>
<td>0.000</td>
<td>10.823</td>
<td>3.867 - 30.291</td>
</tr>
<tr>
<td>F</td>
<td>1.342</td>
<td>0.368</td>
<td>13.287</td>
<td>1</td>
<td>0.000</td>
<td>3.827</td>
<td>1.860 - 7.875</td>
</tr>
<tr>
<td>Constant</td>
<td>-1.129</td>
<td>0.170</td>
<td>44.300</td>
<td>1</td>
<td>0.000</td>
<td>0.323</td>
<td>-</td>
</tr>
</tbody>
</table>

The fitted model is:

$$ \text{Logit}(\hat{p}) = -1.129 + 1.342F + 2.382M + 1.746 (D*H) $$ (8)

(b) Model for Unmarried Women

The suggested risk factors in this case are diet (D), menopausal status (M) and family history (H). We begin with the initial model having factors D, M & H, provided by Brown method for backward elimination method. The procedure selects the final model at step 1 with only one main factor M. Hence the menopausal status (M) is the important risk factor of breast cancer in unmarried case.

Table 3. Variables in Model 3

<table>
<thead>
<tr>
<th>Variable</th>
<th>$\hat{\beta}$</th>
<th>S.E($\hat{\beta}$)</th>
<th>Wald</th>
<th>d.f</th>
<th>P-value</th>
<th>Exp($\hat{\beta}$)</th>
<th>95% C.I. for Exp ($\hat{\beta}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M</td>
<td>2.748</td>
<td>1.090</td>
<td>6.354</td>
<td>1</td>
<td>0.012</td>
<td>15.610</td>
<td>1.843 - 132.222</td>
</tr>
<tr>
<td>Constant</td>
<td>-0.671</td>
<td>0.256</td>
<td>6.856</td>
<td>1</td>
<td>0.009</td>
<td>0.511</td>
<td>-</td>
</tr>
</tbody>
</table>

The fitted model is

$$ \text{Logit}(\hat{p}) = -0.671 + 2.748 (M) $$ (9)

In this model the variable ‘M’ is selected as an important factor. This model is the reduce form of model 1 and model 2.
5. Conclusion

The purpose of this study was to estimate a model to determine the most likely risk factors of breast cancer, women patients of age 50 years or above, in NWFP. The phenomena of breast cancer was studied in relation to different risk factors namely, oral contraceptives (C), diet (D), menopausal status (M), family history (H), breast feeding (F) and reproductive status (R) of 331 patients arriving at IRNUM Peshawar. Out of these 331 patients, the number of breast cancer patients (case group) were 123 and 208 had no breast cancer (control group); 31 (9.37%) were unmarried and 300 (90.63%) were married. Older women were at increasing risk over time.

For model fitting procedure we used a binary response variable B (Breast cancer), taking the value 1 for breast cancer patients and 0 otherwise. Brown method was used for selecting initial model. Backward elimination procedure was used to determine a parsimonious model. The logistic regression analysis was then applied to the data.

The variables chosen initially as predictors were R, H, C, D, M and F. The logistic regression model, selected through backward elimination procedure contains the factors M, R and the interaction term (D*H). It means that menopausal status; reproductive status and the joint factor (D*H) were the important risk factors for the breast cancer. Separate logistic regression model was then fitted for married and unmarried women patients. For married females, we obtained the model with predictors F, M, (D*H). Thus breast feeding, menopausal status and (D*H) were the important risk factors. For unmarried women on the other hand, we obtained the final model containing only one main factor M. Hence the menopausal status was the only important risk factor.

Finally on the basis of analysis based on sample of 331 patients, we concluded that menopausal status, reproductive status and joint effect of diet and family history are the important risk factors. While in addition to these factors, breast-feeding is also the most important factor in the case of married patients. Therefore, one of our main findings is that breast-feeding is a preventive measure against breast cancer. Furthermore, the risk of breast cancer is found to be increasing with age. The highest incidents among women were in the age group (40-59). Therefore, it is suggested that breast cancer screening may be advised before this age group.
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Abstract: Meta-analysis is the combination of results from various independent studies. In a meta-analysis, combining survival data from different clinical trials, an important issue is the possible heterogeneity between trials. Such inter-trial variation can not only be explained by heterogeneity of treatment effects across trials but also by heterogeneity of their baseline risk. In addition, one might examine the relationship between magnitude of the treatment effect and the underlying risk of the patients in the different trials. However, the need for medical research and clinical practice to be based on the totality of relevant and sound evidence has been increasingly recognized. In this paper, we review the advances of meta-analysis using clinical trials TB data. This paper examines sixteen reporting results of randomized clinical trials conducted in a particular centre at consecutive periods. Every study pools that the results from the relevant trials in order to evaluate the efficacy of a certain treatment between cases and control. There is a need for empirical effort comparing random effects model with the fixed effects model in the calculation of a pooled relative risk in the meta-analysis in systematic reviews of randomized controlled clinical trials. We review heterogeneity and random effects analyses and assessing bias within and across studies. We compare the two approaches with regards to statistical significance, summary relative risk, and confidence intervals.
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1. Introduction

Meta-analysis provides an objective way of combining information from independent studies looking at the same clinical questions and has been applied most often to treatment effects in randomized clinical trials. We understand meta-analysis as being the use of statistical techniques to combine the results of studies addressing the same question into a summary measure. Standard meta-analysis methods for providing an overall estimate of the treatment effects rely on certain assumption (Whitehead and Whitehead, 1991). Meta-analysis is the term given to retrospective investigations in which data from all known studies of a particular clinical issue are assembled and evaluated collectively and quantitatively. It differs in important ways from traditional narrative reviews, in that there is a commitment to scientific principles in assembling and analyzing the data, via protocol-driven library searches and data abstraction, in addition to the formalism of statistical analysis. There is a
need for more empirical work on methodology, properties and limitations of underlying statistical methodology (Engels, et al, 2000). Heterogeneity, by which we mean variation among the results of individual trials beyond that expected from chance alone, is an important issue in meta-analysis. Heterogeneity may indicate that trials evaluated different interventions or different populations. It is clear that when there are substantial differences among trial results, and in the face of heterogeneity, a single estimate may be misleading and should be avoided and exploration of heterogeneity is also a critical important component of meta-analysis of randomized trials (Thompson and Pocock, 1991; Thompson 1994; Lau et al. 1995). Most of the arguments presented against random effects model could be considered as explanations of the limitations of using covariates to explain the heterogeneity in trial results. There is limited empirical experience comparing results from random effects and fixed effects models, particularly when the results are heterogeneous (Thompson and Pocock, 1991). The random effects model incorporates the heterogeneity of treatment effects across studies in the analysis of the overall treatment efficacy (DerSimonian and Liard, 1986). We present an empirical investigation from meta-analysis of randomized clinical trials included in systematic reviews as well as reports conducted in the area of tuberculosis infected patients; we compare the two approaches with regards to statistical significance, summary relative risk, and confidence intervals. The results of any individual trial must be absorbed and debated by the scientific community before wholesale recommendations regarding treatment practice are observed. Randomized trials and meta-analyses have distinct but complementary goals. Meta-analysis can be used productively in planning new clinical trials, and in supplying updated information to study monitors in the course of a trial. This process of debate necessarily involves the weighing of evidence from different sources, and meta-analysis can and does play an important role in this process (Begg, 1996).

2. Definition of models

The two models have been used here, they are fixed effects model (FEM) and random effects model (REM). Fixed effects model assumes that there is a common effect and a random component, which means sampling error, is responsible for difference among trial results, that is, it assumes heterogeneity of intervention effects. This approach provides inferences only about the set of trials under review, giving weight to each trial based on the ‘within study’ sampling variance. The individual study sample size and the number of events are the leading factors in the weight assigned to each trial in the pooled estimate of the relative risk. The FEM formulations are inverse variance method, Mantel-Haenszel method and Peto’s method. However, the Peto’s modified estimate can give biased answers in a few circumstances, such as when there is severe imbalance in treatment allocation within individual studies or in the presence of very large treatment effects. The REM provides inference based on the assumption that the observed trials are a sample from a hypothetical population of trials. Also to account for the variation among trials results a random term is added to compute the weights in the REM, representing ‘among’ trials variation, as often estimated from a function of the chi-squared test for heterogeneity. This term adds a common variance component to the weight of each trial in the meta-analysis, which tends equalize the weights assigned to small and large trials (Villar, et al., 2001). The disproportionate overall influence of small trials is more evident when there is heterogeneity
of trial results because the ‘among’ trials variance becomes larger and dominates the within-
trial random effects.

When heterogeneity is present, it may be inappropriate to combine the separate
trial estimates into a single number, particularly using fixed effects methods that assume a
common treatment effect. Random effects methods, which provide an attractive approach to
summarizing heterogeneous results, model heterogeneity as variation of individual trial
treatment effects around a population average effect. The key distinction between these two
types of models concerns the belief regarding behavior of trial effects as trial sample sizes
get very large. If one believes that the individual trial effects would converge to a common
value for all trials, a fixed effects model is appropriate, whereas if one believes that
individual trials would still demonstrate separate effects, then a random effects model is
preferable (Thompson and Pocock, 1991). The random effects model anticipates better than
the fixed effects model by Fleiss (1993) and also the National Research Council (1992) make
known the benefits of using random effects model.

3. A meta-analysis of sixteen randomized clinical trials

For the present analysis we examine sixteen clinical trials at same centre each
reporting results from several independent trials over a period between 1956 and 1995. All
the sixteen trials have been categorized into two groups based on their duration segment.
Each review pools the results from the relevant trials in order to evaluate the efficacy of a
certain treatment for a specified condition. These reviews lack of consistent assessment of
homogeneity of treatment effect before pooling. We discuss both fixed effects and random
effects approach to combining evidence from a series of experiments comparing two
treatments. This approach incorporates the heterogeneity of effects in the analysis of the
overall treatment efficacy. The model can be extended to include relevant covariates which
would reduce the heterogeneity and allow for more specific therapeutic recommendations.
Most often to explore heterogeneity is stratification. Studies are categorized according to the
characteristics of the study or the characteristics of the subjects in the study and a summary
estimate of effect is estimated in each of the categories (Petitti, 2001).

4. Statistical methods

Results of the outcome were abstracted and are expressed as summary relative risk
and 95 per cent confidence interval (CI) for both random and fixed effects models. The
summary relative risk for the FEM was calculated using the Mantel-Haenszel method while
the DerSimonian and Laird method was used for the REM.

Mantel-Haenszel Method

This is for calculating a summary estimate of effect across strata. Since studies are
identified for a meta-analysis as strata, the Mantel-Haenszel method is an appropriate for
analyzing data for a meta-analysis based on fixed effect. It is used when the measure of
effect is a ratio measure. Kleinbaum, Kupper, and Morgenstern (1982) give formulas that
would allow in Mantel-Haenszel to be applied. Notations for applications of Mantel-
Haenszel
Summary odds ratio

\[ OR_{\text{mh}} = \frac{\text{Sum}(W_i \times OR_i)}{\text{Sum}W_i} \]

\[ OR_i = \frac{(a_i \times d_i)}{(b_i \times c_i)} \]

\[ W_i = \frac{1}{\text{variance}_i} \]

\[ \text{Variance}_i = \frac{n_i}{(b_i \times c_i)} \]

95% confidence interval = \( e^{\ln OR_{\text{mh}}} \pm 1.96\sqrt{\text{variance} OR_{\text{mh}}} \)

where \( \text{variance} OR_{\text{mh}} \) is calculated as Robins, Greenland, and Breslow (1986). The

\[ \text{Variance}_{\text{mh}} = \left[ \frac{\text{Sum}\{F\}}{2 \times (\text{Sum}R)^2} \right] + \left[ \frac{\text{Sum}\{G\}}{2 \times \text{Sum}R \times \text{Sum}S} \right] + \left[ \frac{\text{Sum}\{H\}}{2 \times (\text{Sum}S)^2} \right] \]

where

\[ F = a_i \times d_i \times \left[ \frac{a_i + d_i}{n_i^2} \right] \]

\[ G = \left[ a_i + d_i \times (b_i + c_i) \right] + \left[ b_i \times c_i \times (a_i + d_i) \right] \]

\[ H = \left[ b_i \times c_i \times (b_i + c_i) \right] \]

\[ R = \frac{a_i \times d_i}{n_i} \]

\[ S = \frac{b_i \times c_i}{n_i} \]

Formula for calculate a statistic for a test of homogeneity of effects;

\[ Q = \text{Sum}\left[ W_i^* \times (\ln OR_{\text{mh}} - \ln OR_i)^2 \right] \]

where \( Q \) is referred to the chi-square distribution with one degree of freedom.

DerSimonian & Laird Method

The DerSimonian and Laird (1986) method is based on the random-effects model. Formulas for applying the DerSimonian-Laird method summarizing studies in the case where effects are measured as odds ratios are given by Fleiss and Gross (1991)

\[ \ln OR_{\text{mh}} = \frac{\text{Sum}(W_i^* \times \ln OR_i)}{\text{Sum}(W_i^*)} \]

where \( OR_{\text{mh}} \) is the DerSimonian-Laird summary estimate of the odds ratio, \( W_i^* \) is the DerSimonian-Laird weighting factor for the \( i \)th study, and \( OR_i \) is the odds ratio from the \( i \)th study
\[ w_i^* = \frac{1}{D + \left( \frac{1}{W_i} \right)} \]

where \( W_i \) is given in \( MH \) and

\[ D = \frac{\left[ Q - (S - 1) \times \text{SumW}_i \right]}{\left( \text{SumW}_i \right)^2 - \text{Sum}(W_i)^2} \]

and \( D = 0 \) if \( Q < S - 1 \);

where \( S \) is the number of studies and

\[ Q = \text{SumW}_i \left( \ln \text{OR}_i - \ln \text{OR}_{null} \right)^2 \]

from this formula

\[ 95\% \text{ CI} = e^{\text{ln OR}_i} \pm 1.96 \sqrt{\text{variance}_i^*} \]

where

\[ \text{Variance}_i^* = \frac{1}{\text{SumW}_i^*} \]

The fixed effects let \( Y \) denote the generic measure of the effect of an experimental intervention; let \( W \) denotes the reciprocal of the variance of effect size. Under the assumption of the fixed set of studies, an estimator of the assumed common underlying effect size is

\[ \bar{Y} = \frac{\sum_{i=1}^{N} W_i Y_i}{\sum_{i=1}^{N} W_i} \]

and the standard error of the estimator is

\[ \text{SE}(\bar{Y}) = \left[ \sum_{i=1}^{N} W_i \right]^{\frac{1}{2}} \]

let \( \psi \) is the population effect size for an approximate \( 100(1-\alpha)\% \) confidence interval, then

\[ \bar{Y} - z_{\alpha/2} \sqrt{\sum_{i=1}^{N} W_i} \leq \psi \leq \bar{Y} + z_{\alpha/2} \sqrt{\sum_{i=1}^{N} W_i} \]

Under the assumption of random effects, the studies are random samples from a largest population, the mean population size \( \bar{\psi} \), about which the study-specific effect size vary. An approximation \( 100(1-\alpha)\% \) % confidence interval for \( \bar{\psi} \) is

\[ \bar{\psi}^* - z_{\alpha/2} \sqrt{\sum_{i=1}^{N} W_i^*} \leq \bar{\psi} \leq \bar{\psi}^* + z_{\alpha/2} \sqrt{\sum_{i=1}^{N} W_i^*} \]

where \( W_i^* = (D + W_i^{-1})^{-1} \)

\[ \bar{Y}^* = \frac{\sum_{i=1}^{N} W_i^* Y_i}{\sum_{i=1}^{N} W_i^*} \]

\[ D \] denotes the study variation in effect size and this is calculated as

\[ D = 0 \quad \text{if} \quad Q \leq N - 1 \]

\[ D = \frac{Q - (N - 1)}{U} \quad \text{if} \quad Q > N - 1 \]

as Der Simonian and Laird, (1986)
where \( \bar{W} \) and \( S_w^2 \) are the mean and variance of the \( W_s \)

The inconsistency of studies are being measured based on the classical measure of heterogeneity is Cochran’s Q, which is calculated as the weighted sum of squared differences between individual study effects and the pooled effect across studies, with the weights being those used in the pooling method. Q is distributed as a chi-square statistic with \( k-1 \) (number of studies minus one) degrees of freedom. Q has low power as a comprehensive test of heterogeneity (Gavaghan et al. 2000) in particular when the number of trials is small in meta-analysis. If the number of studies are large where Q has more power as a test of heterogeneity (Higgins et al. 2003). Q is included in each meta-analysis function because it forms part of the DerSimonian-Laird random effects pooling method (DerSimonian and Laird 1986). An additional test, due to (Breslow and Day 1980), is provided with the odds ratio meta-analysis. We transformed the summary relative risks and the corresponding upper and lower limits of the 95 per cent CI for the two models to the natural logarithmic scale. I-squared statistic describes the percentage of variation across studies that are due to heterogeneity rather than chance (Higgins and Thompson, 2002; Higgins et al., 2003).

\[
I^2 = 100\% \times \frac{(Q - df)}{Q}
\]

We calculated the mean and standard deviation and range of the summary relative risk obtained using the two methods. To assess the differences between the summary relative risks and between the widths of the Confidence Intervals obtained using the two methods we calculated the mean of the paired differences. To investigate the average relative risk as a function of the difference we plotted the differences between the logs of the relative risks (log RR random-log RR fixed) against the mean of these two values. Graphs were plotted separately by heterogeneity status. The statistical evaluation of bias was conducted using the Begg and the Egger test. The complete analysis performed by STATA version 9.1, the meta command uses inverse-variance weighing to calculate fixed and random effects summary estimates, and, optionally to produce a forest plot. The advantage in using Meta command is that we require variables containing the effect estimate and its corresponding standard error for each study. When one arm of a study contains no events- or, equally, all events - we have what is termed a “zero cell” in the 2 x 2 table. Zero cells create problems in the computation of ratio measures of treatment effect, and the standard error of either difference or ratio measures. If no relapses any of the trial of any one group, the estimated odds ratio is zero and the standard error cannot be estimated. A common way to deal with this problem is to add 0.5 to each cell of the 2 x 2 for the trial (Cox and Snell, 1989). Because our inclusion criteria selected meta-analyses that had few trials with arms with zero events, this correction for zero cells had a minimal impact on conclusions. If there are no events in either the intervention or control arms of the trial, however, then any measure of effect summarized as a ratio is undefined, and unless the absolute risk difference scale is used instead, the trial has to be discarded from the meta-analysis.
5. Results

The following table gives data from 16 randomized controlled clinical trials of tuberculosis patients consists of both long term and short term treatments. The effects of treatment are being compared based on fixed and random effects method using meta-analysis. Table1 shows the trials consists both experimental as well as control groups for treating the patients.

### Table 1. Summary trials’ data

<table>
<thead>
<tr>
<th>Study name</th>
<th>Study year</th>
<th>Total</th>
<th>Cured</th>
<th>Relapse</th>
<th>Total</th>
<th>Cured</th>
<th>Relapse</th>
</tr>
</thead>
<tbody>
<tr>
<td>STNO1</td>
<td>1956</td>
<td>82</td>
<td>67</td>
<td>5</td>
<td>81</td>
<td>72</td>
<td>7</td>
</tr>
<tr>
<td>STNO3</td>
<td>1957</td>
<td>216</td>
<td>133</td>
<td>8</td>
<td>86</td>
<td>78</td>
<td>10</td>
</tr>
<tr>
<td>STNO5A</td>
<td>1961</td>
<td>72</td>
<td>68</td>
<td>5</td>
<td>66</td>
<td>56</td>
<td>7</td>
</tr>
<tr>
<td>STNO5B</td>
<td>1962</td>
<td>128</td>
<td>96</td>
<td>9</td>
<td>66</td>
<td>54</td>
<td>2</td>
</tr>
<tr>
<td>STNO7</td>
<td>1963</td>
<td>279</td>
<td>216</td>
<td>19</td>
<td>96</td>
<td>91</td>
<td>18</td>
</tr>
<tr>
<td>STNO8</td>
<td>1967</td>
<td>170</td>
<td>148</td>
<td>18</td>
<td>176</td>
<td>150</td>
<td>15</td>
</tr>
<tr>
<td>STNO9</td>
<td>1968</td>
<td>83</td>
<td>72</td>
<td>3</td>
<td>90</td>
<td>79</td>
<td>2</td>
</tr>
<tr>
<td>STNO10</td>
<td>1970</td>
<td>211</td>
<td>177</td>
<td>76</td>
<td>205</td>
<td>189</td>
<td>38</td>
</tr>
<tr>
<td>STNO11</td>
<td>1972</td>
<td>82</td>
<td>69</td>
<td>5</td>
<td>87</td>
<td>69</td>
<td>3</td>
</tr>
<tr>
<td>STNO11A</td>
<td>1973</td>
<td>86</td>
<td>74</td>
<td>1</td>
<td>87</td>
<td>76</td>
<td>2</td>
</tr>
<tr>
<td>STNO12</td>
<td>1974</td>
<td>261</td>
<td>261</td>
<td>24</td>
<td>269</td>
<td>269</td>
<td>24</td>
</tr>
<tr>
<td>STNO13</td>
<td>1977</td>
<td>228</td>
<td>219</td>
<td>42</td>
<td>466</td>
<td>257</td>
<td>64</td>
</tr>
<tr>
<td>STNO14</td>
<td>1980</td>
<td>111</td>
<td>111</td>
<td>3</td>
<td>117</td>
<td>117</td>
<td>7</td>
</tr>
<tr>
<td>STNO16</td>
<td>1986</td>
<td>305</td>
<td>294</td>
<td>15</td>
<td>512</td>
<td>495</td>
<td>52</td>
</tr>
<tr>
<td>STNO17</td>
<td>1990</td>
<td>594</td>
<td>562</td>
<td>25</td>
<td>273</td>
<td>259</td>
<td>16</td>
</tr>
<tr>
<td>STNO18</td>
<td>1995</td>
<td>184</td>
<td>182</td>
<td>15</td>
<td>176</td>
<td>174</td>
<td>9</td>
</tr>
</tbody>
</table>

The table 2 shows the magnitude of the change in the pooled estimate given by the random and fixed effects models to the trials between long-term treatment trials, short-term treatment trials and their combination in the calculation of the meta-analysis (exponential form) of tuberculosis care for infected individuals.

### Table 2. The magnitude of the change in the pooled estimate

<table>
<thead>
<tr>
<th>Trials</th>
<th>N</th>
<th>Pooled estimate in the meta-analysis</th>
<th>Test of Heterogeneity</th>
<th>No. of Trials in meta-analysis</th>
<th>Moment-based estimate of studies Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>REM</td>
<td>FEM</td>
<td>Q statistic</td>
<td>P value</td>
<td></td>
</tr>
<tr>
<td>Long Term</td>
<td>2449</td>
<td>0.985</td>
<td>1.156</td>
<td>21.6 (9df)</td>
<td>P&lt;0.05</td>
</tr>
<tr>
<td>Short Term</td>
<td>3496</td>
<td>0.778</td>
<td>0.774</td>
<td>6.6 (5df)</td>
<td>P&gt;0.05</td>
</tr>
<tr>
<td>Combined</td>
<td>5955</td>
<td>0.193</td>
<td>0.251</td>
<td>45.3 (15df)</td>
<td>P&lt;0.001</td>
</tr>
</tbody>
</table>

The tests of the heterogeneity are statistically significant in long-term trials and combined trials of long-term and short-term. Even though it is arguably sufficient, not possible to examine the null hypothesis that all studies are evaluating almost same effect.
Figure 1. Forest Plot

In a forest plot the contribution of each study to the meta-analysis (its weight) is represented by the area of a box whose centre represents the size of the treatment effects estimated from that study. The summary treatment effect is shown by a middle of a diamond whose left and right extremes represent the corresponding confidence interval. Both the output and the graph show that there is a clear effect of treatments curing tuberculosis among patients. The meta-analysis dominated by the large study13, study10 and study16 trials which contribute around 50% of the weight in this analysis. Moreover the I-squared is constructed the inconsistency is 53.7 % (P=0.006).

Table 3. The summary of treatment effect

<table>
<thead>
<tr>
<th>Study ID</th>
<th>Weights</th>
<th>Est</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Fixed</td>
<td>Random</td>
<td></td>
</tr>
<tr>
<td>STNO1</td>
<td>2.69</td>
<td>1.46</td>
<td>0.17</td>
</tr>
<tr>
<td>STNO3</td>
<td>4.08</td>
<td>1.79</td>
<td>0.19</td>
</tr>
<tr>
<td>STNO5A</td>
<td>2.66</td>
<td>1.45</td>
<td>0.20</td>
</tr>
<tr>
<td>STNO5B</td>
<td>1.56</td>
<td>1.05</td>
<td>0.13</td>
</tr>
<tr>
<td>STNO7</td>
<td>8.08</td>
<td>2.29</td>
<td>0.29</td>
</tr>
<tr>
<td>STNO8</td>
<td>7.37</td>
<td>2.23</td>
<td>0.22</td>
</tr>
<tr>
<td>STNO9</td>
<td>1.16</td>
<td>0.85</td>
<td>0.07</td>
</tr>
<tr>
<td>STNO10</td>
<td>19.84</td>
<td>2.75</td>
<td>0.63</td>
</tr>
<tr>
<td>STNO11</td>
<td>1.78</td>
<td>1.14</td>
<td>0.13</td>
</tr>
<tr>
<td>STNO11A</td>
<td>0.66</td>
<td>0.54</td>
<td>0.04</td>
</tr>
<tr>
<td>STNO12</td>
<td>11.00</td>
<td>7.86</td>
<td>1.03</td>
</tr>
<tr>
<td>STNO13</td>
<td>20.88</td>
<td>11.86</td>
<td>0.77</td>
</tr>
<tr>
<td>STNO14</td>
<td>2.03</td>
<td>1.89</td>
<td>0.45</td>
</tr>
<tr>
<td>STNO16</td>
<td>10.95</td>
<td>7.83</td>
<td>0.49</td>
</tr>
<tr>
<td>STNO17</td>
<td>9.25</td>
<td>6.92</td>
<td>0.72</td>
</tr>
<tr>
<td>STNO18</td>
<td>5.29</td>
<td>4.44</td>
<td>1.59</td>
</tr>
</tbody>
</table>
Note that remarkable differences between the fixed and random effects summary estimates in the long term and the combination of long term and short term trials, which arises because the studies are weighted much more equally in the random effects analysis. This shows the accountability of heterogeneity is comparable more in random effects than in the fixed effects method. Figure 2 based on random effects, shows the overall performances both fixed and random effects analyses. It is clear that the smaller studies such as study 12 and study 13 are given relatively more weight in the random effects than with the fixed effect model.

The method of assessing the effect of bias is using funnel plot as given below. In which the effect sizes form a study is plotted against the study’s sample size. There is evidence of bias using the Eggar test based on weighted regression method (p=0.004) but not using the Begg such as rank correlation method. It is assuming that there is no heterogeneity but here there are three studies are significantly differing due to heterogeneity.

6. Discussions

The two approaches, the assumptions of a fixed and random set communicate the basis of estimation for each approach for a general measure of effect size. The fixed effect model is conditional on the stronger assumption that there is no true heterogeneity between studies also they are all estimating the same true effect and only differ because of sampling variation, where as the random effects method attempts to incorporate statistical heterogeneity into overall estimate of an average effect. The random effects model predicts better than the fixed effects model also to conclude that the modeling would be improved by an increase in use of random effects model than the fixed effects model. There is reviews focused meta-analysis using reviewed articles or published materials over a period or even in the several fields. But here we illustrated the meta-analysis applied for clinical trials in a particular centre and embossed the less heterogeneity among all the independent trials.
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Book Review on
REGRESSION MODELING: METHODS, THEORY, AND COMPUTATION WITH SAS,
by Michael J. PANIK, Chapman&Hall/CRC, Taylor&Francis Group, Boca Raton, FL, USA, 2009

The First Edition of “Modelling Regression: Methods, Theory, and Computation with SAS” describes both the conventional and less common uses of almost all the regression types in the practical context of today’s mathematical, economic and scientific research. This book is designed to introduce the reader to the richness and diversity of regression techniques and is particularly well suited for use in a second course in statistics at the undergraduate or first-year graduate level. This book is a robust resource that offers solid methodology for statistical practitioners and professionals in this field and it is also ideal for students of the applied mathematics or statistics, sciences, economics, and engineering who routinely use regression analysis for decision making and problem solving. Scientists and engineers will find the book to be an excellent choice for reference and self-study. This book blends both theory and application to equip the reader with an understanding of the principles necessary to apply regression model-building techniques in the SAS® environment.
There are a total of nineteen chapters in the book, the first twelve of which form the core, ending in the most well developed chapter, the twelfth one entitled “Multiple Regression”. This book has many strengths and important features. It is highly readable, and the material is quite accessible to those enrolled in applied statistics courses or engaged in self-study. In this regard, an objective of this work is to make students aware of the power and density of regression techniques without overwhelming them with calculations. Some common knowledge of matrices and linear algebra is not absolutely essential but, at certain points in the presentation, can be helpful. For convenience, a review of the essentials of random variables, probability distributions, and classical statistical inference is provided in Chapter 1. This introductory chapter begins by describing the need for knowing how to apply regression and also reminds the reader the basics of econometric methods.

Illustrating all of the major procedures employed by the contemporary software package SAS, this edition begins with a general introduction to regression modeling, including typical applications. A host of technical tools are outlined, such as basic inference procedures, introductory aspects of model adequacy checking, and polynomial regression models and their variations. The book discusses how transformations and weighted least squares can be used to resolve problems of model inadequacy and also how to deal with influential observations. Although there are many varieties of regression analyses from which to choose, one is most often exposed to ordinary least squares, but this is only a part of the regression story. This text fully exposes OLS and then offers many alternative regression methodologies. Specifically, the regression routines presented here include the following: ordinary least square—along with the method of maximum likelihood, bivariate linear regression and correlation, misspecified disturbance terms, nonparametric regression, logistic regression (including Poisson regression), Bayesian regression, robust regression techniques such as M-estimators, and properties of robust estimators, fuzzy regression, random coefficients regression, $L_q$ and $q$-quantile regression, regression in a spatial domain, multiple regression, normal correlation models, ridge regression, indicator variables, polynomial regression, semiparametric regression, nonlinear least squares and some time-series regression issues.

Regression analysis has undoubtedly been one of the most widely used techniques in applied statistics. As a consequence, there are a large number of excellent books written on the topic. And then what makes this book more special than others? Usually authors are bored or avoid mentioning some steps in explaining outputs after running the syntax, but this is not Panik’s case! The rigorousness and thoroughness of the evidence in writing this book is appreciated, but for an avid fan of econometrics, many of the chapters can be considered only as a starter in each area, and not a few would expect more, because not only with the ‘qualitatively’ is the reader satisfied, but because of the ‘quantitatively’ that matters.

However, like any book that contains software packages instructions, some mistakes have crept in with the syntax of some programs, and perhaps in the future an errata will be provided to this book that deserves to be cultivated and appreciated, and lead to further reprinting and to also include any further developments because of it’s high potential.

“Modeling Regression” is well organized. The chapters are sorted in a logical order, from intermediate theory level, computational algorithms, to advanced applications. Some starred sections are advanced and may be skipped for someone who just wants to apply some regression at some point in the SAS Software.
The book is compact, making it easy to extract a feeling of accomplishment and progress and this is making the reader wish to go on, reading more and more, without a large volume of pages being a disarming criteria.

The compactness distinguishes the book from those which try to be too complete and end up being intimidatingly thick. It retains the structure within each chapter. So if the reader is only interested in the example of regression issues related to space, he can jump to the 11th chapter. The presentation of each regression technique is fairly streamlined and designed to offer the reader an unencumbered look into its operation in that proofs and derivations are only supplied in chapter appendices; for those readers who want a more technical treatment, the appendices are a “must read”. Moreover, to facilitate the understanding and appreciation of the various regression methods, only the bivariate case is covered in Chapters 2 through 11. In these chapters, most of the SAS programs can easily be extended to handle additional explanatory variables once multiple regression is covered. For example, Chapter 11 provides an introduction to statistical methods for the analysis of spatial data. In a coherent manner, it presents a short classification of spatial data types: geostatistical data, lattice data, and point patterns. Rigorous theory is presented, but not thick, nor boring, but most importantly, bibliographical references are the best, as milestones within each theme separately, and they range from old publications dating from 1935 to date, throughout the entire book and not only in this chapter. Furthermore, regression space syntax can be considered very useful for those who are not good GIS software users, do not use file-type shape, but to reach some notions of space and to analyze the data.

Exercises that are proposed for solution at the end of each chapter are similar to those already solved. For many problems, the data requirements are given which focus more on implementation of syntax, especially running it and interpretation of results afterwards. For most of the regression methods presented, SAS procedure code is included for the convenience of the reader. Although the various sets of SAS code will enable students and practitioners alike to immediately perform their own regression runs, the code given is not all-encompassing, and by no means a substitute for reading the SAS Manuals. It is only intended to give the reader a jumpstart in solving regression problems. Hence, this is not the type of book that only offers theory and proofs; with a modicum of study and effort, one can “hit the ground running”, so to speak, and readily generate some fairly sophisticated regression results. Once a regression technique is explained, SAS handles the “how to” portion of the presentation. This is imperative because one can first study a regression method and then, for the most part, directly apply it because numerous example problems are included, with the SAS results explained in considerable detail.

Also, plotting is great, with ample illustrations, explained, closely connected to the theoretical and practical part. Even thought it is printed in black and white, the graphs are so well explained and exposed, that you do not miss the lack of colors in them.

In particular, I appreciated some topics that are covered when we are talking about regression. One involves some highlights over spatial domain. The author might recommend this chapter for further research, because how it was presented: in a short fugitive way in comparison with other chapters, and because this area can not be exposed, even punctual in approximately ten pages. The other involves the excellent description for details of fuzzy theory and how to implement this large area into computer area.

I would appreciate it even more if this book would have had a dedicated website. Being published only at the beginning of last year, the publisher could invest more time and
could create a virtual area for the author to give the opportunity to provide for his readers access to several datasets, software, and probably other useful materials, sparing some extra paper, pages and reader’s money.

In summary, I can recommend this book as a very good graduate level text-book. I also believe that readers will learn much more not just reading it, but using it with their computer, applying each exercise that the author is proposing.

1 Michael J. Panik received is PhD in economics from Boston College and, as a doctoral student, he held a NASA Fellowship for three years developing specializations in the areas of statistics, econometrics, mathematical economics and microeconomics. He also held a lectureship at Boston College and then taught for many years in the Department of Economics at the University of Hartford, where he is now Professor Emeritus. Dr. Panik has been a consultant in the area of health care research and to the state of Connecticut, and has written numerous articles in professional journals and four other books in the fields of linear programming, convex analysis, optimization and statistics. His current research involves themes like growth curve modeling, estimation, and also analytical microeconomics.
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Book Review on
DEVELOPING RIA APPLICATIONS
(“DEZVOLTAREA APLICATIILOR RIA”),
by Andrei TOMA, Radu CONSTANTINESCU,
Mihai PRICOPE, Floarea NASTASE,
ASE Publishing House, Bucharest, 2010

The book Developing RIA applications, has been published in 2010 at
ASE Publishing House, Bucharest, and is a
book with a specialized language. It is
addressed to Web application developers,
both those experienced and those who want
to learn Adobe Flex technology.

The book is useful for web
application developers with knowledge of C#
and addresses the problem of building
applications with a rich interface based on
data access services.

Rich Internet Applications allow not
only optimizing current processes and refining
the appearance of web applications, but also
using mechanisms that were typical to
desktop applications.

In order to illustrate the concepts
needed to develop a Flex application, an
online auction site is built step by step in the
book. The need for this approach comes from
the ease of use benefits of RIA client
applications compared with the clients built on
a classic request-response paradigm. The
client application is developed in Adobe Flex, a mature technology for the development of
RIA applications and the server application in ASP.NET and C# with data stored on MS SQL
server.
The book is structured in 12 chapters, very well divided and having a logical sequence. The book deals with issues related to building and customizing a Flex interface oriented on ease of use, data access through Web services, defining custom components, access to external services etc. On the server component development, building Web services and data access in C# are addressed, with problems related to construction and processing of XML results.

The first chapter is dedicated to the presentation of the technology necessary for web application development. Both client-side technologies, such as HTML, XHTML, CSS, JavaScript, as well as server side, such as PHP, ASP.NET, Python, JSP and ColdFusion, are discussed.

Chapter 2 makes an introduction to Adobe Flex, understanding RIA concepts, Flash Player, MXML and ActionScript.

In Chapter 3 Flex interfaces are presented, Adobe Flex being a technology that implements model-view type architecture.

Chapter 4 is an introduction in the ActionScript and MXML. The MXML language is the Flex version of a specialized language for interface construction. ActionScript is a language that defines data types strictly and statically, supporting a range of data types, some primitive, others complex.

In the context of the 5th chapter, web services in C# are presented, the reader is shown how to create a web service, followed by data access and data update through C#.

Chapter 6 describes data services in C#, theoretical concepts needed to extend the Web service to retrieve data, construct and return an XML structure of categories.

Chapter 7 is dedicated to Web services and data sources in Flex, also covering the topics of events and Data Binding. The chapter covers data access through Web Services and implementing data access related events.

Chapter 8 contains web services, data sources in Flex, and explains how to upload images on server.

Chapter 9 presents the concepts of Data validation, Item editors, Item renderers, Drag and Drop.

Chapter 10 covers working with Sessions, Skins, Effects and Transitions, Custom components.

In chapter 11 external APIs and Mash-ups are shown, understanding SOA concepts and external services and how to use Yahoo mapping service.

The last chapter deals with architectures, the problem of software applications design and security of Flex applications.

The topics addressed in this book cover the introduction to building RIA applications with data services; with the information contained in the chapters the construction of a complete application is possible. Besides the subjects related to the effective development of medium complexity applications, issues related to refining an application are dealt with (such as reducing project complexity and handling security concerns).

1 Cristian CIUREA has a background in computer science and is interested in collaborative systems related issues. He has graduated the Faculty of Economic Cybernetics, Statistics and Informatics from the Bucharest Academy of Economic Studies in 2007. He is currently conducting doctoral research in Economic Informatics at the Academy of Economic Studies. Other fields of interest include software metrics, data structures, object oriented programming in C++ and windows applications programming in C#.